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THE VIRTUAL ENVIRONMENT DISPLAY SYSTEM

Michael W. McGreevy, Ph.D.

Principal Investigator
NASA Ames Research Center

Moffett Field, CA 94035

ABSTRACT

Virtual Environment technology is a display and control technology that can surround a person
in an interactive computer-generated or computer-mediated virtual environment. It has evolved at
NASA Ames Research Center since 1984 to serve NASA's missions and goals. The exciting
potential of this technology, sometimes called Virtual Reality, Artificial Reality, or Cyberspace,
has been recognized recently by the popular media, industry, academia, and government
organizations. Considerable research and development will be necessary to bring it to fruition.

INTRODUCTION

Virtual Environment technology provides powerful user interface techniques for use in NASA's mission-
oriented applications, including computational fluid dynamics, planetary data visualization, in-space
telepresence, and space station telerobotics. In a broader context, several years of international interest in
NASA's Virtual Environment technology and related user interfaces has resulted in massive media coverage
(e.g. References 1-8), and has encouraged several American companies to develop related commercial .
products9. Using head-tracked head-mounted displays, a Virtual Environment system provides the user wath
a vivid experience of three-dimensional space. It can be used with computer graphics systems as a personal
simulator, surrounding the user with a virtual interactive environment. Alternatively, it can utilize head-
slaved cameras, and other sensors, to provide telepresence. In either case, an instrumented glove (1"similar
device may be used to detect hand shape and position, so as to enable the user to manipulate objects in
computer generated or remote environments.

The human desire to create virtual environments, synthetic experiences, and artificial realities is an ancient
dream of emperors, has a rich recent history with many talented contributors, is a central theme of
technology, and is a fundamental aspect of human thinking. 10 The author's original inspiration to actually
create virtual environments derived, appropriately enough, from popular media coverage of NASA's
unmanned Surveyor missions to the moon in the mid-1960's. In July 1966, Life magazine 11 carried
photographs of one of NASA's first virtual environment displays, spherical mosaicked panoramas that
allowed scientists to "see what Surveyor's swiveling camera saw." Mimicking the technique, the effects
were dramatic.

Today, NASA's Virtual Environment technology allows scientists to explore planetary environments using
head-tracked head-mounted displays and computer generated imagery. The computer graphics technology
that enables this was originally developed by such pioneers as Ivan Sutherland. His head-mounted display

project 12 in the mid-1960's served not only as further inspiration, but it also led to the development of the
foundations of computer graphics techniques and systems. While multi-million dollar military systems
have used head-mounted displays in the years since Sutherland's work, the notion of a personal virtual
environment system as a general purpose user-computer interface was temporarily neglected. In 1984,
NASA was able to capitalize on emerging technologies in order to make a dramatic cost reduction in the
essential display system, and thus to create the Virtual Environment Workstation 13. The exciting potential
of Virtual Environment technology has now inspired many people to carry it forward to greater capability.

DESCRIPTION OF THE TECHNOLOGY

A virtual workstation is a general purpose human-information interface device for creating virtual
environments that can be optimized for use in specific applications. It is a generalization of today's desktop
workstation (with its display screen, keyboard, and mouse). Such workstations provide the mechanism
whereby humans interactively process information. The virtual workstation greatly increases the ways in
which information can be handled, and can provide a far more intuitive means of interaction with
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information. The entire virtual three-dimensional world of the user becomes rite display and controls.
Every object or data point in that virtual world can be an interactive device. Each can be manipulated by
touch, by gesture, or by voice. This vastly broadens the range of expression between the user and the

information system far beyond the mere typing of keys or the two dimensional movements of a mouse 14.

A virtual workstation consists of body-ported devices and the computer/video system hardware and software
that supports and integrates them. The user wears a viewer consisting of a video display screen (with its
elecwonics) and wide-angle magnifying lenses. The viewer is supported by a box of electronics for power
supply, signal conversions, and functional adjustments and accessories. The viewer is mounted so as to
replace the visual feld of the user. (A few versions allow the imagery to be combined with the real visual

environment of the user.) The head-mounted unit also carries a microphone, earphones, and a head-position
and orientation sensor. Typically, the hands are fitted with shape, position, and orientation sensors.
Ultimately, the entire body could be tracked.

A host computer integrates the peripheral units and coordinates their interaction. A computer graphics
system generates three-dimensional objects for display in the viewer. The imagery is altered in accordance
with the head-movements of the user to provide a stable visual environment. Remote video cameras can be

slaved to the motions of the user's head, providing a remote source of imagery for visual telepresence. Hand
gestures are also interpreted as desired for alteration of the appearance of the scene, behavior of objects, or
other interactions with the environment. Telerobotic systems can be controlled by the motions of the user's

hands, providing remote manipulation. Peripheral systems convert voice commands to computer
commands, convert computer output to synthetic speech or other sounds, and convert body movements to
computer input. Video recorders can record what the user sees and hears for non-interactive replay later.
Force feedback can be used to allow remote or synthetic objects to feel more solid and real.

The software consists of many reusable modules of computer commands, and various special purpose
programs which use these modules and also contain considerable amounts of unique computer code. Digital
models of various task environments, such as the Space Shuttle, Space Station, and planetary terrain, are
created and stored in databases. They are displayed and manipulated by the software programs under conlrol
of the user wearing the virtual workstation.

The virtual workstation will find widespread use in applications involving highly spatial information.
These include planetary exploration, telerohotics, computer-aided-design in general and architecture in
particular, and scientific visualization. It will also impact applications which can be cast into a spatial
context (e.g. three dimensional libraries of text or other "dataspaces"). Further, it may be feasible to create
virtual, dynamic three-dimensioual worlds from inherently non-spatial data so as to ease interpretation and
interaction. Virtual environment systems will greatly influence art, entertainment, education, medicine, and
many other fields.

MISSION-ORIENTED RESEARCH UTILIZING THE VIRTUAL WORKSTATION

The creation and generic development of the NASA Virtual Environment Workstation was accomplished
under the base research and technology program in Space Human Factors of the NASA Office of Aerospace
and Exploration Technology. After several years of generic development and demonstrations, the focus is
now on refining the device and its style of interaction for specific NASA applications.

A cooperative project has been established with the Applied Research Office of the Numerical Aerodynamic
Simulation (NAS) Systems Division at NASA Ames to develop the Virtual Workstation for NAS

applications. Computational fluid dynamicists will utilize the Virtual Workstation in their analyses, while
human factors researchers will investigate improved interfaces for the specific visualizations important to
CFD.

The objective of the Visualization for Planetary Exploration program is to conduct research and
development of crew interfaces for terrain exploration systems. The approach has been: 1) to review
mission operational experience, mission constraints and opportunities, and the state-of-the-art in exploration
technology, 2) to investigate user behaviors and requirements, and, 3) to enlist interdisciplinary expertise to
develop, implement, demonstrate, and evaluate advanced crew interfaces. Field studies have been conducted

in desert terrain of interest to planetary geologists and mission planners in order to understand operations



centraltoplanetarysurfaceexploration15.Inaddition,aplanetaryterrainvisualizationtesthedis under
development to support focussed user interface research. This powerful computer system provides dynamic
interaction with planetary terrain data, currently Mars and Earth, but is easily applicable to Venus, Earth's

moon, or other planetary bodies.

Planetary geoscientists have expressed a strong scientific interest in the deve!_tpment of.Virtual ..
Environment technology for planetary surface exploration using telepresence _ • A leamng concept ts to

extend the reach of human exploration beyond the +l_17rinleterof manned EVA by use of tele .presence from
central manned base, s to numerous unmanned rovers . C-eoscientists with decades of expenence m field
work believe that human presence contributes a tightly coupled and essential interplay of cognitive,

perceptual, manipulative, and locomotor skills that can complement automated rover operations. By using
telepresence, these unique human skills may be applied over a greater area at an earlier date.

The Virtual Environment technology is of interest to the Office of Space Flight for possible use on Space
Station Freedom as it evolves. Under the Advanced Development Program, a study is underway at

Marquette University and Astronautics Corporation of America to determine the design accommodations,
also known as "hooks and scars", that may be required to support eventual use of the Virtual Environment

technology onbeard Space Station Freedom. Later phases of the study will determine the cost versus
benefit trade-offs, and operationally realistic prototypes will be developed.

RESEARCH AND DEVELOPMENT ISSUES

The key research issues in Virtual Environment technology involve the human factors of body-ported
displays and controls, the specific needs of the users in the targeted applications, and the computer sciences
of system architecture, data management, and computer graphics. Finding the most appropriate engineering
tradeoffs for a specific application is one of the most challenging problems. This requires a thorough
knowledge of the visual, proprioceptive, vestibular, tactile, and auditory interfaces, including both the
human sensory channels and the system capabilities available or required to interact with these channels.
Cutting across this view of the problem are the needs, constraints, and opportunities of the application, the
user, and the mission.

The special requirements and constraints of this work center around the comprehensive view of the user as
an intelligent actor and multi-channel information processor in a completely programmable information
environment surrounding the user. Some have referred to this kind of interactive environment as an
artificial reality, which certainly implies a massive computational demand. This places a significant burden
on the hardware and software of the system.

Most existing user interface equipment is designed for a far less ambitious kind of interaction and a far more
constrained model of the user. Thus, prototypes must be built up from systems that were not necessarily
intended to function together or for our purposes. In addition, the information bandwidth of the human

operator is far in excess of current technology, particularly with respect to real-time rendering of realistic,
interactive objects and environments. This places significant constraints on the application of virtual
environment interfaces. The challenge is to integrate and apply the best possible system within the many
constraints, while also working to advance the technology so as to eliminate the most restrictive
constraints.

Current impediments to commercial applications

Before development of Virtual Environment (VE) based commercial applications is reasonable, several basic
improvements in the hardware and software are required. The necessary improvements involve
enhancements to the functionality and integration of the system components, and providing for adequate
complexity of the interactive virtual environment. Given sufficient technical capability, the utility of VEs
for real applications must be evaluated in detail. The impediments include limited resolution viewers, lack
of available digital models, poor system integration and standardization, and the lack of careful attention to

the specific applications.

The visual resolution of available viewers is too low and/or the cost is too high. There have been no mass

produced VE viewers, and those that are available are crude. As a result, VE systems suffer from limited
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applicabilityto real-world problems. A mass produced viewer is needed that has high resolution, wide field
of view, and low cost.

There are no readily accessible collections of interactive digital models to populate virtual environments.
Instead, each group must generate these models from scratch. This results in ad hoe solutions, poor
commonality, redundant effort, and limited extensibility. A comprehensive effort is needed to ensure
effective design, generation, and distribution of digital models for VEs.

Comprehensive and integrated hardware and software tools for creating VEs are not available. As a result,

many potential contributors cannot yet become involved in VE research and development. Currently, the
many components of a VE system must be pieced together from existing technology, resulting in poorly
integrated systems, ad hoe architectures, and poor commonality. Most current networks, computer
graphics systems, processors, and peripherals were not specifically designed for use in VEs, and the "wrong"
tradeoffs have been sometimes been made. This results in fundamental limitations in the architecture of

current (ad hoe) VE systems. New approaches must be explored and optimal VE architectures must be
identified and implemented. A collective effort should promote standardization, while retaining
extensibility and the ability to integrate proprietary tools.

In parallel to the technical impediments outlined above, there has not yet been sufficient focussed effort by
industry to determine the potential of VEs in commercial applications. As a result, there is limited

recognition (outside of Japan) of the potential of this technology. American industry must investigate
commercial applications of Virtual Environment technology.

Research and development to advance commercial applications

Research and development to advance commercial applications of virtual environment technology should
concentrate on four major areas: 1) devices, 2) modelling, 3) interactivity, and 4) user requirements.

VE devices are the hardware and software that enable the user to experience and interact with a virtual

environment VE devices includes all of the physical hardware and all of the general purpose system
software. Software unique to an application is also included in this component, but is likely to be
proprietary. The objectives of work on VE devices should be to create and develop integrated, modular,
extensible hardware and software tools for building VEs; to develop tools for VEs that are capable of
benefitting high payoff applications; and to make a common set of tools available. And it is important to
stress the importance of supporting real-time interactions in Virtual Environments.

Modelling is the acquisition and generation of digital models of environments and objects, along with their
attributes and behaviors, which are the contents of a VE, as well as their archiving, distribution,
manipulation, and modification. This includes all of the hardware and software that are specific to
modelling. The overall objective in modelling work for VE should be to develop tools and techniques that
provide for the effective design, capture or creation, and distribution of interactive digital models of objects
and environments for VEs.

Interactivity refers to the style or "look and feel" of the VE, the metaphors 18 by which information is
organized, the behaviors of objects and the "physics" of the environment as they appear to the user, and the
collection of ways that the user may interact with virtual objects and the virtual environment. Research
objectives to support commercial applications should include optimization of the effectiveness of the user
in accessing, understanding, and acting upon complex information in Virtual Environments. And it is
obviously important to support ease of use, robustness, user friendliness, and a minimal need for manuals.

The nature of the appropriate "look and feel", metaphors, behaviors, and "physics" are all open questions,
and depend upon the applications.

User requirements are a set of specifications based on user needs, problems, constraints, and opportunities
that guide the design and implementation of tools intended to help users. Work done in this area will have
a significant impact on the design of application hardware and software, of course, but will also drive the

interactivity paradigms. Objectives in the area of user requirements should be: identify the needs and
problems of users that might be addressed and solved by VE technology; conduct field studies of users in

selected candidate applications; develop application testbeds that address real user requirements; and provide
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feedback to implementers of VE devices, especially viewers, trackers, and other devices that directly impact

on the user's working environment.

CONCLUSION

Virtual Environment technology has tremendous potential, but considerable research and development is
necessary to bring it to fruition. However, the media hype might lead one to believe that the technology is
nothing more than "goggles and gloves." This emphasis is understandable given that this hardware is the
most obviously new physical part of virtual environment interfaces. The real revolution, once there are lots
of goggles and gloves around, will be in the generation of, and interaction with, computer-generated digital
worlds, and the ability to be telepresent in remote locations via computer mediation. This will influence
NASA's missions and goals, for example, by allowing everyone to personally explore digital models of the

canyons of Mars, or by enabling astronauts to do routine maintenance while safely inside the space station.
It will also greatly influence art, entertainment, education, medicine, and many other fields. The Virtual
Environment team at NASA is proud to have contributed to this advancement in human-centered

technology.

TEAM MEMBERS

The Virtual Environment Research program has been made possible by the combined efforts and dedication
of a diverse team of researchers, each of whom has made unique and substantial contributions. The group is
devoted to research and development of the concepts, implementation, and applications of virtual

environment technology that serve NASA's missions and goals.

NASA Ames Research Center

Dr. Michael McGreevv is the originator of "Virtual Environment" user interface research at NASA. He is a

research scientist, and is Principal Engineer of the Human Interface Research Branch. He leads the
Visualization for Planetary Exploration program, the Telepresence User Science Requirements project,
and the Space Station Advanced Development program in Virtual Environment displays. Since 1981
he has conducted research in spatial information transfer at NASA. In 1984, he created the Virtual
Visual Environment Display (VIVED) program at Ames and designed the VIVED system with the help
of Humphries, Erisldn, and Deardon. By early 1985, he designed and developed NASA's f'wst Virtual
Environment Workstation, a personal simulator and telepresence device consisting of a host computer,
an interactive computer graphics system, video imaging technology, and the VIVED system. Between
July 1985 and August 1987, McGreevy was temporarily assigned to NASA Headquarters in
Washington D.C, as Program Manager for NASA's research programs in Aerospace Human Factors and
Aeronautical Computer Science. For his research management activities in Washington, he won
NASA's Special Achievement Award. Since the beginning of the Virtual Environment project in
1984, he has actively promoted technology transfer within NASA, and to other government

organizations, industry, and academia.

Dr, Stephen R. Ellis is a research psychologist with a long history of research in spatial instruments. In
1981, he and McGreevy began a program of research in spatial information transfer, emphasizing the
interpretation of perspective displays. He is currently developing research projects utilizing the Virtual
Workstation for part-task experiments, including studies in manual tracking and stereo vision. He is
also an adjunct professor in the Optometry Department at UC Berkeley.

contributed the concept of three-dimensional sound and auditory symbology to the Virtual

Workstation project. Together with university scientists, she is investigating the science of 3D sound
and applying her findings to the project.

joined the project in 1990 and is currently working to upgrade the viewer technology and

plans to develop additional refinements based on parameters of human vision.
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Research Institute for Advanced Computer Science (RIACS)

is a computer scientist and computational geographer, and is responsible for software

implementation of a user interface testbed to support research in visualization for planetary exploration.
He was hired by RIACS, an institute of the Universities Space Research Association, in October 1989

specifically to work under contract to NASA on the Visualization for Planetary Exploration program.
Prior to this, he was a professor of computer graphics at UC Santa Cruz. Hitchner earned his Ph.D. in
Computer Science at University of Utah.

Sterling Federal Systems

assisted McGreevy in programming NASA's first Virtual Workstation, and is currently lab

systems manager and applications programmer for the Visualization for Planetary Exploration program.
Jim Humphries, Design Engineer and Hardware Lab Manager, co-designed (with Saim Eriskin) the

electronics for the original VIVED system and for the subsequent refinements of the original design,
including the first boom-mounted system.

_, Senior Technician, has assisted Jim Humphries and Saim Eriskin in implementation of
several generations of the VIVED system since the beginning of the project.

Kigk.Ja¢.¢_ has been a research programmer on the program since 1988. He programmed an interactive

telerobotics demonstration on the Virtual Workstation and is currently enhancing it for use as a research
tool.

Phil Stone is a programmer working for Beth Wenzel who has been with the project since 1988.

UC Berkeley

is a graduate student in computer science. After receiving a BS in computer science and a BS

in geography at UC Berkeley, she worked full time for a year (1989-1990) developing terrain analysis
and visualization techniques for the VPE project. She is currently a half-time research assistant on the
project.

Other Key Technical Contributors

of Pop-Optix Labs designed and built the wide angle stereo optics.

Shigeru Morokawa_ R&D Manager of the Technical Research Lab, Citizen Watch Company, designed,

custom-built, and specially modified many of the liquid crystal display systems needed for the program.
]_dnar_f, flg, Assistant Professor, Dept. of Electrical, Computer, and Biomedical Engineering, Marquette

University, Milwaukee, WI, is Principal University Investigator on the Space Station Virtual
Environment technology project.

Fdghail].aw__f,I, Manager, Space Systems Dept., Astronautics Corp. of America, Madison, WI, has over 25

years of systems engineering experience and is Principal Industry Investigator on the Space Station VE
technology project

Ex-Members of the Team

(Sterling) served as Senior Engineer and Electronics Designer from the f'wst day of the project

in 1984 until October 1990. He co-designed (with Jim Humphries) the electronics for the original
VIVED system and for the subsequent refinements of the original design, including the first boom-
mounted system.

Scott Fisher (NASA) was hired in 1985 to join the growing project team and left NASA in early 1990. He
brought the VPL Research Dataglove to the Virtual Workstation, and provided a creative outlook and
familiarity with innovative human interface projects and researchers. His experience includes
association with related activities at Atari Research and MITs Media Lab. Mr. Fisher served as lab
manager and point of contact at Ames during fiscal years 1985 and 1987.

Jim Tanner and Dave Kaimr (Sterling) were Project Managers during fiscal years 1986 and 1987.

(Sterling) designed software libraries and database tools, and provided expertise in systems and

applications software which were critical to the success of the project between 1985 and 1987.
(NASA) contributed his extensive software skills and demonstration software 1985-1987.
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(Sterling)wasaprogrammerontheVirtualWorkstationprogrambetween1988and1990.
He is currently working with the Numerical Aerodynamic Simulation staff on a spinoff virtual

environment project.
(RIACS) was a research programmer on the VIE program during the summer of 1990. He

developed significant application software refinements including improved interactive capabilities.
(Fake Space Labs) designed and built a motor-driven camera plaffccm in 1989.

Other ex-members include: _, Iall.Idf_flzf_, I_._Tk._dl_, _, _,

_aX_C._,L A1 Dun_n, and a long list of students and part-time programmers.
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Abstract

This paper describes the real time acoustic display capabilities developed for the Virtual Environment

Workstation (VIEW) Project at NASA-Ames Research Center. The acoustic display is capable of
generating localized acoustic cues in real time over headphones. An auditory symbology, a related
collection of representational auditory "objects" or "icons," can be designed using ACE, the Auditory Cue
Editor, which links both discrete and continuously-varying acoustic parameters with information or events
in the display. During a given display scenario, the symbology can be dynamically co-ordinated in real

time with three-dimensional visual objects, speech, and gestural displays. The types of displays feasible
with the system range from simple warnings and alarms to the acoustic representation of multidimensional
data or events.

Introduction

Recent years have seen many advances in computing technology with the associated requirement that users

manage and interpret increasingly complex systems of information. As a result, an increasing amount of
applied research has been devoted to a type of reconfigurable interface called the virtual display. Some of
the earliest work in this area was done by Sutherland [30] at the University of Utah using binocular head-
mounted displays. Sutherland characterized the goal of virtual interface research, stating that, "The screen is
a window through which one sees a virtual world. The challenge is to make that world look real, act real,
sound real, feel real." As the technology has advanced, virtual displays have gone beyond the flat CRT
screen, assuming a three-dimensional spatial organization which, it is hoped, provides a richer and more

natural means of accessing and manipulating information. A few projects have taken the spatial metaphor
to its limit by directly involving the operator in the data environment [5], [19], [21]. Thus, the kind of

"artificial reality" once relegated solely to the specialized world of the cockpit simulator is now being seen
as a next step in interface development for all types of advanced computing applications [20].

©1990-The Institute of Electrical and Electronics Engineers, Inc. Reprinted, with permission, from
Proceeding of Visualization '90, San Francisco, California, October 23-26, 1990.
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Auditory Icons & Symbologies

As with most research in information displays, virtual displays have generally emphasized visual
information. Many investigators, however, have pointed out the importance of the auditory system as an
alternative or supplementary information channel, particularly when the visual channel is overloaded and
visual cues are degraded or absent [12], [13], [27]. Most recently, attention has been devoted to the use of
non-speech audio as an interface medium [1], [2], [8], [23]. Auditory signals are detected more quickly
than visual signals and tend to produce an alerting or orienting response. Consequently, non-speech audio
has been most frequently used in simple alarm or warning systems, as in aircraft cockpits or the siren of an
ambulance. Another advantage of audition is that it is primarily a temporal sense and we are extremely
sensitive to changes in an acoustic signal over time. This feature tends to bring any such acoustical event
to our attention and conversely, allows us to relegate sustained or uninformative sounds to the background.
Thus audio is particularly suited to monitoring changes over time, for example when your car engine
suddenly begins to malfunction. Non-speech signals have the potential to provide an even richer display
medium if they are carefully designed with human perceptual abilities in mind. Just as a movie with sound
is much more compelling and informationally-rich than a silent film, so could a computer interface be
enhanced by an appropriate nsound track" to the task at hand. If used properly, sound need not be distracting
or cacophonous or merely uninformative. Principles of design for auditory icons and symbologies can be
gleaned from the fields of music, psychoacoustics, and psychological studies of the acoustical determinants
of perceptual organization. For example, one can think of the audible world as being composed of a
collection of acoustic "objects." Various acoustic features, such as timbre, intensity, and temporal
rhythm, specify the identities of the objects and perhaps convey meaning about discrete events or ongoing
actions in the world and their relationships to one another. One could systematically manipulate these
features and create an auditory symbology which operates on a continuum from "literal" everyday sounds,
such as the clunk of mail in your mailbox (e.g., Gaver's 'Sonic Finder' [23]), to a completely abstract
mapping of statistical data into sound parameters [4], [28].

Such a display could be furtherenhanced by taking advantage of the auditory system's ability to segregate,
monitor, and switch attention among simultaneous sources of sound. One of the most important
determinants of acoustic segregation is an object's location in space.

A true three-dimensional auditory display could potentially improve information transfer by combining
directional and iconic information in a quite naturalistic representation of dynamic objects in the interface.
Borrowing a term from Gaver [23], an obvious aspect of neveryday listening" is the fact that we live and
listen in a three-dimensioual world. Indeed, a primary advantage of the auditory system is that it allows us
to monitor and identify sources of information from all possible locations, not just the direction of gaze.
This feature would be especially useful in an application that is inherently spatial, such as an air traffic
control display for the tower or cockpit, or even in a two-dimensional interface which has adopted a spatial
organization, such as the desktop metaphor. A further advantage of the binaural system, often referred to as
the "cocktail party effect" [10], [16], is that it improves the intelligibility of sources in noise and enhances
the segregation of multiple sound sources. This effect could be critical in applications involving encoded
information as in scientific Nvisualization, Musing the acoustic representation of multi-dimensional data [4],

[28], or the development of alternative interfaces for the visually impaired [15], [28]. Another aspect of
auditory spatial cues is that, in conjunction with other modalities, they can act as a potentiator of
information in the display. That is, visual and auditory cues together can reinforce the information content
of the display and provide a greater sense of pres_ence or realism in a manner not readily achievable by
either modality alone [1], [7], [11], [26], [29], [31]. This phenomenon will be particularly useful in
telepresence applications, such as advanced teleconferencing environments, shared electronic workspaces, or
monitoring telerobotic activities in remote or hazardous situations. Thus, the combination of direct spatial
cues with good principles of iconic design could provide an extremely powerful and information-rich
display which is also quite easy to use.
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Localized acoustic cues could be realized with an array of real sound sources or loudspeakers [9], [13]. An

alternative approach, recently developed at NASA-Ames Research Center, generates externalized, three-
dimensional sound cues over headphones in real time using digital means [32], [33]. This type of

presentation system is desirable because it allows complete control over the acoustic waveforms delivered
to the two ears and the ability to interact dynamically with the virtual display. The synthesis technique,
illustrated in Figure 1, involves the digital generation of stimuli using Head-Related Transfer Functions
(HRTFs) measured in the ear-canals of individual subjects (see [36], [3]). The advantage of this technique is
that it preserves all of the interaural temporal and level differences over the entire spectrum of the stimulus,
thus capturing the effects of f'dtering by the pinnae which are critical for the veridical simulation of
externalized sound sources.

In the real time system, the Convolvotron, up to four moving or static sources can be simulated in a head-
stable environment by digital filtering of arbitIary signals with the appropriate HRTFs. Motion

trajectories and static locations at greater resolutions than the empirical data are simulated by linear
interpolation of the four nearest measured transforms. Also, a simple distance cue is provided via real time
scaling of amplitude. Figure 2 shows the functional components of the Convolvotron system designed by
Scott Foster.

Such an interface not only requires the development of special-purpose display technology, it also
necessitates the careful psychophysical evaluation of listeners' ability to accurately localize the virtual or

synthetic sound sources. The working assumption of the synthesis technique is that if, using headphones,
one can produce ear-canal waveforms identical to those produced by a free-field source, the free-field
experience will be duplicated. A recent study [36] confirmed the perceptual adequacy of the basic technique
for static sources for experienced subjects localizing stimuli in the flee-field compared with stimuli

synthesized from their own HRTFs. Somr_
azimuth was synthesized nearly perfectly for all listeners while synthesis of source elevation was less well-
defined, e.g., more variable with a compressed range of responses. Elevation was also the source of the
most obvious individual differences in localization for both free-field and synthesized signals.

Unfortunately, measurement of each potential listener's HRTFs may not be possible in practice. It may
also be the case that the user will not have the opportunity for extensive training. Thus, a critical research
issue for virtual acoustic displays is the degree to which the general population of listeners can obtain

adequate localization cues from stimuli based on non-individualized transforms. Preliminary data [34] from
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three experienced subjects suggest that using non-listener-specific transforms to achieve synthesis of
localized cues is at least feasible. Localization performance was only somewhat degraded compared to a
subject's inherent ability, even for the less robust elevation cues, as long as the transforms are derived from
what one might call a "good" localizer. Further, the fact that individual differences in performance,
particularly for elevation, can be traced to acoustical idiosyncrasies in the HRTF spectra, suggests that it
may eventually be possible to create a set of "universal transforms" by parametric modeling techniques
(e.g., [24] ), principal components analysis, or perhaps even enhancing the spectra of empirically-derived
transfer functions (e.g., [14] ).

VIEW Sound System Architecture

While perceptual studies of individual sensory modalifies are clearly needed, it is also important to examine
the role of sensory interaction. NASA-Ames' VIEW system provides the opportunity to implement
localized auditory icons and assess their contribution to an integrated spatial display. Briefly, VIEW is a
multisensory display environment which allows the user to explore and interact with a 360-degree
synthesized, or remotely-sensed, world using a head-mounted, wide-angle stereoscopic display controlled by
operator position, voice, and gesture. More detailed descriptions of the VIEW visual and gestural displays
can be found in [17] - [19].

The VIEW auditory display subsystem allows audio cues responsive to both discrete events and continuous
data changes to be designed and linked to arbitraryevents and data flows in VIEW scenarios. Refer to the
system overview diagram, Figure 3, for the following discussion.

Development of the initial binaural display capability based on MIDI (Musical Instrument Digital
Interface) sound-synthesis technology began in 1987. More recently, Izue spatial cueing was added to the
system with the integration of the Convolvotron. The auditory display subsystem, like most of the VIEW
system, is currently implemented with a Hewlett Packard HlX)(gg)/835 computer. Two Ensoniq ESQ-M
synthesizer modules handle the actual production of audio cues, supplemented with a Digital Equipment
Corporation DECTalk speech synthesizer. MIDI protocol is used to communicate between the HP host
and the ESQ synthesizers. A Hinton Instruments MIDIC interface converts 19.2 Kbps RS232 signals
from the liP into 31.25 Kbps 5 mA. current-loop signals that are required by the MIDI standard.

Each ESQ synthesizer has two outputs. One ESQ's output pair is mapped directly into the VIEW
system's left and right audio channels. Up to eight independent (polytimbral) voices, mixed to the stereo
output, may be played through this synthesizer. The second ESQ's output pair is patched into the
Convolvotron. As described above, this device is capable of synthesizing, in real time, an apparent three-
dimensional location for up to four independent audio inputs. In this case, since only two channels of
sound are available from the ESQ, only two of the Convolvotron's inputs are used. The simple stereo pair
from the first ESQ, and the 3D-imaged output from the Convolvotron, are mixed, amplified, and sent to
headphones integrated into the VIEW headset, or optionally, to room speakers.

The central software component of the auditory display is the cue driver. As in all VIEW applications, the
software is written in C in a Unix environment. Without delving too deeply into its implementation
details, it can be described as consisting of an event scheduler, a MIDI, speech, and Convolvotron event
generator, and a VIEW/Auditory Display rendezvous mechanism. It also handles several housekeeping
chores, such as loading cue files, initializing the MIDI interface, the synthesizers and the Convolvotron,
downloading patch Fdes to the synthesizers, and making sure all is quiet before a VIEW scenario exits.

Up to ten (monophonic) auditory "objects" may he displayed simultaneously. If a more complex, or
polyphonic, sound is desired, several voices can be assigned to the same icon and the number of possible
simultaneous objects is reduced accordingly. In general, the basic sound signature or identity of an
individual object or "icon" derives from the particularESQ patch assigned to it. Since this technology was
developed for music synthesis, one can often think of a patch as having the attributes of a particular
musical instrument. However, some "environmental" sounds analogous to sound effects, e.g., footsteps or
explosions, are also possible.

Custom ESQ patches may he designed off-line using the front-panel capabilities of the synthesizer, a patch
editor/librarian software package, or by selecting from collections of commercially-available pre-
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programmedpatches.Iconsmaytakeadvantageof oneor moreof thecontrollableparametersmade
availablebytheESQ.Theseincludeoscillatorfrequency,filtercutofffrequency,ampfitudelevel,and
stereopanposition.Anyof these can be modulated in real time and associated with events or information
flow in a VIEW display scenario. One of the advantages of the ESQ, and the main reason for its choice
during the specification of this system, is that it allows access to these parameters through standard MIDI
controllers; many synthesizers require the use of "system-exclusive" messages to achieve this level of
control. Designing the cue driver around standard MIDI controllers makes it less system-dependent; as
more synthesizers adopt this level of control (and this seems to be the trend), the auditory display may be
readily adapted to them.

Because of the limited outputs of the ESQ (two per synthesizer), only two of the ten icons may be
assigned specific locations via the Convolvotron at any one time. Alternatively, using all four ESQ
outputs, up to four simultaneous icons could be independently localized. The current configuration was a
compromise solution which traded localized cues for an increase in the number of possible icons. A
future solution would be to adapt the system to a synthesizer which has independent outputs for each
voice. Also, integrating a digital-sampling device would be useful for presenting the kinds of sounds that
Gaver [23] advocates in his notion of "everyday listening." At the time we began developing the system,
digital samplers tended to be expensive and allowed very little real time control over the acoustic
parameters of the sounds. Since a major goal of the display was to allow continuous control over the
icons' acoustic structure, we opted for a more standard and inexpensive synthesizer with a relatively well-
developed MIDI implementation. [See [8] for a useful discussion of the pros and cons of various MIDI
devices.]

Editing & Display Capabilities

Cues or icons are designed and refined with ACE, the Auditory Cue Editor. ACE is a stand-alone program,
which makes it unnecessary to activate the entire VIEW system merely to work on auditory cues. Multi-
level menus, interactive prompting, and extensive syntax checking aid the user in designing complex
auditory cueswithrelative case.

ACE is composed of four basic sections, organized as independent screens, each with its own menu of
commands.

On the Main Screen, cues may be created, deleted, loaded, saved, and named (an important function; all
rendezvous between VIEW events and data are made through the names of cues as specified on the Main

Screen). The Main Screen may also be used to specify certain basic parameters, e.g., synthesizer patch
number and localization method (convolved or simple stereo). In addition, a "play" command allows
quick, interactive audition of cues during their design.

The Sound Event Editing Screen allows the construction of the main body of a cue, which is in the form
of a list of time-ordered MIDI, speech, or Convolvotrou localization commands. While entire pieces of
music could theoretically be entered here, note by painstaking note, this is usually not the case. Single
notes, chords, or short sequences of notes and chords are the most common items entered on this screen.
This is because very simple events (with carefully chosen and distinct timbres) are often all that is needed
for basic cueing functions. Even the more complex auditory icons generally have fairly simple event fists,
since most higher-level display capabilities result from linkage to continuous data streams and response to
_eal-time changes of those data sueams.
The Modulation Editing Screen enables the connection and scaling of incoming data sueams to several
different MIDI modulators as well as Convolvotron sound-source position coordinates. This makes it
possible to have an arbitrary data value produced by the VIEW system displayed as a proportional
deflection in a variety of auditory l_wameters, such as pitch, timbre, or apparentthree-dimensional location.
The data structure has provisions for incorporating nonlinear mappings between incoming data and an
auditory parameter, a feature which can be very important in evaluating the perceptual consequences of a
particular icon. Specifications of modulation behavior composed on this screen are given textual names,
which enables rendezvous with the appropriateViEW-generated data streams.

Patches, as mentioned above, are a very importantpart of an auditory icon; they def'me the basic sound that
the synthesizer produces, and the manner in which it will react to incoming controls sent by the cue driver.
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ThePatchMaintenanceScreenallowstheuploadinganddownloadingof individualpatchesandcomplete
patchbanksbetweenthehostsystemandthesynthesizers.Inthisway,aparticularsetof soundprograms
canbedirectlyassociatedwithasetofauditorycueclef'tuitions.

Application in the Virtual Environment:
TeleroboticControl

The VIEW telerobotic scenario was designed to illustrate the capability of telepresence, i.e., the
manipulation of objects or interaction with persons or objects remote from one's location, that a virtual
environment makes possible. In this scenario, the visual and kinematic characteristics of a Puma robotic
arm are modeled with a high degree of accuracy. The scenario participant may, upon donning the VIEW
stereoscopic head-mounted display, align his or her ann with that of the lifesize model. The participant's
arm and the modeled robotic ann may then be "coupled," which simply means that the robotic arm will
move, to the extent of its kinematic capabilities, in correspondence to the movement of the participant's
arm. During the coupled mode, an end-effector with a vise-like gripping apparatus may be opened and
closed merely by opening and closing the hand.

This graphic computational model of a robotic arm is meant to test the efficacy of the intuitive mapping
of control between machine and human counterpart. The success of this mapping is tested by assigning a
simple task to be completed by the telerobotic participant. In the foreground of the scenario, a "circuit
card" is plugged into a slot on a "taskboard." The participant is instructed to remove the circuit card and
replace it with another one which is just off to the side of the task board. This entails coupling with the
robotic arm, maneuvering the end-effector into position so that the two jaws surround the edge of the
circuit card, closing the end-effector jaws around the card to grasp it, and pulling it out and away from the
task board. Once this is completed, the replacement circuit card must be grasped in a similar manner, lined
up exactly, and inserted into the slot.

With perfect telepresence, this task could be accomplished with little more difficulty than if one were using
one's own hand and a real task board and circuit card. However, factors such as slower-than-ideal graphic
refresh rates, lower-than-ideal contrast and focus in the VIEW display, etc., conspire to make the precision
manipulation required somewhat difficult. In a situation such as this, auditory feedback can make an
imlxmant difference, particularly with the currentpaucity of good haptic or force feedback display systems.

At the simplest level, auditory feedback is used to indicate the occurrence of discrete events in the scenario.
For example, many commands and actions in VIEW are initiated by hand gesture. A VPL "Data Glove"
reports finger positions to the host computer, which examines those positions for correspondence to any of
several pre-defined gestures, such as "single-finger point," or "fist." When one of these gestures is detected
by the host, a sound is made by the auditory display to indicate gesture recognition.

Other simple auditory cues fall into the Category of "reality-mimicry," or sound effects. In the telerobotic
scenario, bumping an end-effector into a "solid" object in the virtual (or teleoperated) world causes a
"bump" sound to be produced. Since direct force feedback is not yet available in the VIEW system, this
form of audio display is particularly critical, as it warns of a situation which could cause damage to a real-
world robotic arm or to objects with which it is colliding. At a more mundane level, this sort of sound
effect enhances the sense of presence; objects tend to make a sound when they collide in the real world, so
it is reasonable to expect them to do so in a virtual environment.

Audio feedback that supplements or replaces force feedback is not limited to mimicry of collision sounds
or similar sound effects. Force can be represented as a continuum by changing one or more sound
parameters in correspondence to the force's intensity. This type of display is utilized for a special
circumstance in the telerobotic scenario. If the scenario participant attempts to force the replacement
circuit card into the task board without orienting it correctly, a force-reflection display called "push-
through" is initiated. It starts out as a soft, steady tone that gets louder, brighter (higher harmonics are let
through the filter), and more frequency modulated the harder the participant pushes on the misaligned card.
In this way, a potentially damaging increase in user input is signalled by an increasingly harsh and strident
auditory warning.
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Taking this idea one step further, not only force, but any arbitrary continua of data may be displayed.
Perhaps the most successful use of auditory feedback in the telerobotic scenario comes into play while the
participant attempts to guide the replacement circuit board into the target socket. As the board reaches a
certain proximity to the socket, a cue initiates consisting of two sustained tones; the pitch of one of the
tones is deflected with respect to the other by an amount Woportional to the distance between the circuit
card and its slot. As the card nears the slot, the two pitches come closer together (which is readily

perceived due to the obvious decrease in the beat frequency produced by the increasingly adjacent pitches);
at distance zero, the tones are in unison. The cue functions as an auditory "rangefinder," and greatly
facilitates the proper positioning of the card in its slot.

Card orientation, which is also crucial to the completion of the replacement task, could be represented by
some other continuous audio parameter, such as depth of frequency modulation. With careful selection and
scaling of the modulated sound parameters, two continua (e.g., proximity and orientation) could be
monitored simultaneously at a very intuitive level. Our work to date has not explored multiple-
simultaneous displays of continuous data, but it is an intriguing area for further research.

Auditory Design Principles

The telerobotic scenario has served as an excellent test of the capabilities of the auditory display. While
formal experimentation has yet to be done, it has also provided a rich environment for the discovery of
certain basic guidelines for the design of auditory icons and the development of an auditory symbology.

Practical experience has shown that the most effective cues are simple cues. Long sequences or elaborate
clusters of tones not only tend to clutter the auditory display, they can increase the load on cognitive
processing and memory required to interpret the information, and in the long run, become downright
annoying. Imagine a telephone that played "Three Blind Mice" every time a call came in. It would be
only a short time before the exactly-repeating melody became maddening. The simple bell or digital chirp
of a telephone manages to get attention without engaging the "music critic" part of one's cognition.
Similarly, a "thud" sound suffices to signal a bump in a virtual world; it is not necessary to have a speech
synthesizer say "You have bumped into something" at each and every collision. While these may be
extreme examples, the basic principle holds; an auditory icon should be as simple as possible.
The need for simplicity is even more critical when several cues occur in close proximity to each other.
For instance, in the telerobotic scenario, a gesture-recognition cue might be followed immediately by a
sound that indicates movement of the jaws of the end-effector. If the jaws were then to close over the
circuit board, a "board-grasped" cue would result. These three cues can occur in rapid succession, so they
must be of short duration for the correct sequence of events to be properly represented.

This situation also points out the need for carefully choosing the sound signatures or patches which form
the fundamental units of an auditory symbology. Patch design, including spectral content, amplitude and
Utter envelopes and various special effects, is the chief distinguishing feature of a simple icon. The best
way to make an icon recognizable is to give it a distinctive sound. Much effort in the design of auditory
icons is therefore concentrated in selecting or building an appropriate synthesizer patch.

As noted before, guidelines can be derived from the fields of psychoacoustics, music, and perceptual
psychology. As illustrated in the proximity cue in the telerobot scenario, the close tuning of two pitches
is a continuous parameter to which the human ear is very sensitive. However, the amplitude modulation
or beat frequency which signals the change in proximity will only occur for a limited range of frequencies
which must be considered when mapping the distance data to the difference in pitch. In developing a
symbology, one can also take advantage of what one might think of as "natural"or metaphorical mappings
even if a literal sound, such as a "bump," is not possible. For example, the "push-through" cue described
above clearly signals an increasing violation of the allowable forward movement when inserting the task
board at an incorrect orientation by a harsh sound which increasingly "violates" the ears. To minimize
cognitive effort, it is important to build meaning by the relationships between icons as well. In the
telerobot scenario, icons which provide feedback for related gestures have similar timbres that are
distinguished by their temporal structure. For example, larger changes in pitch, at the level of short
sequences, are used (much like the familiar two-chime doorbell). This particular type of icon has the virtue
of being reversible like a short musical motive; a "grasp" gesture is represented by a high note followed by
a slightly lower note. The complementary "release" gesture is the same two notes, only in reverse order.
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Asmuchaspossible,thisrelationshipbetweensoundandmeaningshouldremainconsistent throughout a
display system. Thus, in VIEW, the cues which provide feedback for the various gestures remain the same
across the different types of display scenarios that have been developed.

Careful consideration of the possible interactions between icons will be particularly important when
auditory cues must be presented simultaneously as in the combination of orientation and proximity cueing
described above. Principles of acoustic perceptual organization, such as the Gestalt principles elaborated by
Bregman [6], will provide important guidelines. For example, different acoustic objects may be defined by
different auditory streams. Streaming is determined by such features as frequency separation, timbre, rate or
tempo, spatial location, and "common fate" or the tendency of spectral components to be grouped
according to similar frequency or temporal Im_rns.

Other VIEW Scenarios

Other examples of display scenarios which have been implemented in the VIEW system include the Extra-
Vehicular Activity (EVA) Visor and a Computational Fluid Dynamics (CFD) data visualization. The EVA
Visor is a concept for a helmet-mounted, three-dimensionai dataspace which can be accessed by an
astronaut during repair or inspection activities while outside the space station. In the scenario, several
types of display windows can be used, including life-support system status, a "cuff checklist" of tasks to
be completed, repair schematics, and a three-dimensional "map cube," which represents the entire EVA
scenario as a miniature, manipulable cube, with which the astronaut can establish his or her position and
orientation with respect to the other vehicles or objects in the scenario. Currently, auditory cues for the
EVA Visor include a set of gesture recognition cues identical to those in the telerobot scenario (in keeping
with the principle of wansference of a learned auditory vocabulary between virtual worlds, when possible).
Warning cues signal situations which might endanger the astronaut's safety, such as impending depletion
of life support resources. A special sound effect cue indicates when MMU (the rocket-backpack vehicle
which enables the astronaut to maneuver during EVA) thrusters are fhing. Finally, activation of the
various windows listed above is heralded by corresponding audio signals. Another cue, not yet
implemented, which would be useful in the EVA display, is an orientation beacon which allows the
astronaut to continuously monitor the location of the space station by means of a localized auditory icon
to minimize disorientation in the absence of visual and gravitational referents.

The CFD data display visualizes the fuel-flow around the LOX (liquid oxygen) post of the main shuttle
engine. Features include the ability to "fly through" the data, viewing it from different viewpoints
including inside the fluid flow, and "grabbing"and scaling the data up or down to examine its finer or
coarser features. Although not yet implemented, a potentially useful auditory visualization cue might be
to "attach" auditory icons to one or more particles in the flow, and thus follow their progress as they
interact with the structures of the shuttle engine.

In developing the VIEW auditory display, we have attempted to provide a flexible and general-purpose
system which takes advantage of our knowledge of perceptual abilities as much as possible. The hardware
architecture and software is designed to be applicable to a wide variety of display configurations and to
allow a consistent approach to the design of auditory symbologies based on knowledge gleaned from
music, psychnacoustics, and perceptual psychology.
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Abstract

Three-dimensional, unsteady, multi-zoned fluid dynamics simulations over full scale aircraft is typical of
problems being computed at NASA Ames' Numerical Aerodynamic Simulation (NAS) facility on CRAY2
and CRAY-YMP supercomputers. With multiple processor workstations available in the 10-30 Mflop
range, we feel that these new developments in scientific computing warrant a new approach to the design
and implementation of analysis tools. These larger, more complex problems create a need for new
visualization techniques not possible with the existing software or systems available as of this writing.
These visualization techniques will change as the supercomputing environment, and hence the scientific

methods employed, 1 evolve even further.

Visualization of computational aerodynamics requires flexible, extensible, and adaptable software tools for
performing analysis tasks. Flexible means the ability to handle a diverse range of problems. Extensible
means the ability to interact at all levels of the software hierarchy, either through existing built-in
functionality or through the implementation of custom "plug-in" modules. Adaptable means the ability to
adapt to new software and hardware configurations through the use of modular structured programming
methods, a graphics library standard, and the use of common network communication protocols (like UNIX
sockets) for the distribution of processing.

This paper discusses FAST (Flow Analysis Software Toolkit), an implementation of a software system for
fluid mechanics analysis that is based on this approach.

iar.kgr.aaaa

Computational Fluid Dynamics (CFD), involves the use of high speed computers to simulate the
characteristics of flow physics. Computational aerodynamicists use CFD methods and solvers to study
subsonic, supersonic, transonic and hypersonic (compressible) regimes of flight, in addition to studying
incompressible problems within particular systems. Examples of ongoing studies on full-scale aircraft
configurations at NASA Ames include the Space Shuttle, F16, and the Aerospace Plane. Specialized areas
of research include jet-engine turbine flow, VSTOL (Vertical / Short Take Off and Landing) and ground
effect research, and even flow through an artificial heart. Basic CFD research involves unsteady flow

phenomena like vortex shedding and turbulence modelling.

A flow solver running on a supercomputer must handle input flies (finite difference grids, reL 7,15,16) that
are typically very large. For example, the number of xyz triplets (each represented by three eight-byte
floating point numbers) in a 100 x 100 x 100 grid yields a 24 Mbyte file. If complexity is added, or the grid
resolution (density of points) must be raised for flow solving to yield acceptable results, the Ides grow

1 FAST (Flow Analysis Software Toolki 0 Developed by Stealing Federal Systems Inc. under contract to NASA
Ames Research Center NASA Contract #NAS2-11555.

21



proportionally in size. Once the solver has been run, there are from five to eight variables for each grid
node, again, each represented by an eight-byte floating point number. For the 24 Mbyte example, five
variables for each grid point yields a 40 Mbyte raw data file. This is a total of 64 Mbytes (grid plus the
solution) for this example. The F16 mentioned previously, which consists of 29 grid zones, is over 108
Mbytes worth of data! (Note: On the workstations these become four-byte IEEE format floating point
numbers making the files about half this size)

Two examples of grid generation programs are:

3DGRAPE
IZ

3-dimensional grids about anything by Poissons Equation (Sorensen)
Interactive zoner (Cordova)

A list of commonly used flow solvers are:

ARC2D
ARC3D
TNS
CNS
PNS
INS3D
TWlNG

Ames Research Center 2-dimensional solver (Pulliam)
Ames Research Center 3-dimensional solver (Pulliam)
Transonic Navier Stokes solver (Flores)
Compressible Navier Stokes solver (b'lores)
Parabolized Navier Stokes solver (Chausee)
Incompressible Navier Stokes solver CKwak)
Transonic Wing solver (Thomas)

Programs available for visualization of CFD data sets are:

PLOT3D
SURF

GAS

RIP

A command fine driven Fortran program that computes CFD quantities (Buning [7])
Allows for the rendering of smooth, wireframe, and function mapped surfaces with a more
interactive intexface (Plessel[8])

Combines graphics generated from PLOT3D and SURF and allows animations to be
created and recorded (Merritt[9])
A program for interactive particle tracing (Rogers[19])

FAST Overview

The software cycle for the creation and and analysis of computational fluids results could be reduced to the
following conceptual model:

• Data generation (Flow solving)
• Data manipulation (The original data may need to be filtered or transfered)
• Data abstraction (A graphical object is defined using the data)
• Data rendering (Viewing on a workstation)
• Data interpretation (analysis)
• Feedback (Perhaps go back to previous phases)

A problem with the existing CFD software is that it takes a non integrated approach to dealing with the
different steps of the CFD process. The grid generation and flow solver programs are involved in the data
generation phase. The visualization software is part of the abstraction, rendering and analysis phases. The
various programs present the user with different interfaces, and there is little attention paid to the data

manipulation and feedback steps. In the current system, large data sets flow from one step to another from
disk to ram and back to disk (perhaps from one computer to another), taking on different file formats along
the way.
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ThedesigncriteriaforFAST were:

• Minimize the data path in the CFD process
• Provide a consistent user interface

• Allow for quick user feedback
• Provide an extensible software architecture

• Provide a quick path through the CFD process
• Provide libraries and tools so that application modules could be added easily
• Isolate 3D viewing tasks from the application module programmer

In order to achieve these design goals FAST has evolved into collection of programs that communicate via
Unix sockets with a central hub process that manages a pool of shared memory. A fundamental data type
is loaded or generated and stored into shared memory (data generation and manipulation), a collection of

programs (modules) operate on data and produce additional data (objects) that are also placed into shared
memory (data abstraction). The objects are rendered using the fast viewing system (data rendering). Data
is analyzed by additional modules or visual inspection (data analysis). Depending on the results of the
analysis the user changes input to any of the previous modules (feedback). In addition there is a collection
of libraries and utilities that are used to build the application modules.

The use of shared memory reduces the flow of data in the system. The use of a viewing process relieves the
burden of three dimensional interactive viewing from the application programmer. The fact that the
fundamental data type(s) reside in shared memory makes it easy to make changes based on the feedback
obtained from the analysis phase. Finally the use of FAST libraries and utilities makes it easy to add new
modules.

We are aware of other scientific visualization packages and visualization capabilities in existence and/or
under development. These include visual programming examples like CONMAN (Silicon Graphics[3]) and
AVS (Application Visualization System, Stardent Computer[4]), and other scientific visualization
environments like MPGS (Multi-Purpose Graphics System, Cray Research), and the Personal Visualizer
(Wavefron0, as well as 'scripting' languages like PVWAVE (Precision Visuals), IVIEW (Intelligent
Light), and VISAGE (Visual Edge) to name a few. While FAST is built specifically around the research
tasks involved in CFD analysis, these other environments and packages typically take a much more
generalized approach towards visualization, for the obvious reason that CFD research is a relatively small
part of their intended audience. These systems and environments often require a certain level (a 'power' user,

visual programmer, or animation/rendering expert) of skill with computer graphics above and beyond the
level of the typical CFD scientist. In researching these other more general approaches, we have discovered
that the results (data) get handed off at some point to the 'power' user (or perhaps even computer graphics
group or expert) and this person (or group) creates the animations, films or videos. FAST is built around a
model where the scientist is the first and last person in the data chain and FAST is a toolset for his
environment. This is not meant as a criticism of these other approaches, as the need for generalization
dictates the need for this other level of user. It is our belief, though, that the techniques used in FAST
presented in this paper would also apply and be very useful in the more general environments.

Graphics, CPU, and memory handling performance were key considerations in the FAST design and
development process. For graphics, a base-line level of what is commonly termed (but undefined) as "real-
time" had to be established and agreed upon as acceptable. This was determined to be a minimum of 3
frames/see for a typical 10-20 Mbyte problem (techniques used for rendering would determine the problem
size in this range). This base line frame rate was determined to be essential in visualization of fluid
mechanics for understanding the dynamics of the simulations. For the development platform, the Silicon
Graphics 4D220/GTX (16 Mbytes memory) this goal was reached and we are very pleased with the current
performance level. The targeted platform, the Silicon Graphics 4D320/VGX, is expected to have even
higher levels of cpu and graphics performance[ 18].

We have implemented in FAST new techniques and capabilities non-existent in the previous tools and
expanded on others. For example, the colormap editing capabilities were enhanced to include banded,

spectrum, dynamic, contour, striped, and two-tone function mapping. Surface rendering includes the ability
to 'sweep' planes through the data either grid orient*_ed, arbiwarily oriented, or a contour surface (isosurface).
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Enhanced tiffing and labelling features include the use of postscript type fonts and symbols, wbere typeface,
font point size, and style can be specified. The animation capability is substantially enhanced beyond what
was available in GAS (Graphics Animation System[9]). These enhancements include greater control by
allowing the ability to edit scenes, views, and objects. Another capability allows for separate scenes to be
rendered in separate windows giving the scientist/user even more flexibility and animation control.

FAST Architecture

Each separate process communicates through the FAST Hub while managing shared memory and

communicating using standard Berkeley UNIX Interprocess Communication (IPC[11]).

Hub

The central process of the FAST environment is the Hub module. The Hub module invokes and shuts down
the FAST modules yet its main function is to process requests sent by the modules. These requests might
be to allocate a segment of shared memory and return the shared memory id, or to delete a shared memory
segment. Since the Hub process is always running as long as FAST is active, the data allocated through the
Hub remains accessible even when the original process which requested it is terminated. The Hub module is
essentially transparent to the user, in that it has no panels.

This is the central module for processing, from the users perspective. This is where the graphical dam pool
generated by other modules is managed and interactively viewed. FAST Central, unlike other FAST
modules, runs continuously while FAST is up and running. Other modules can be spawned or shut down as
they are needed from the FAST Central module. In addition FAST Central allows object attributes to be set
(e.g. transparency, mirroring, line width),
scene attributes to be set (e.g. lighting, color map editing, background color), viewing preferences to be
set(e.g, toggle axis, mouse axis modes) as well containing the animation control panels. Animator is used
to create and record smooth (spline interpolated) keyframe animation sequences.

File Input

The file input module loads pre-eomputed PLOT3D type grid, solution, and function files as well as
ARCGraph[20] files into FASTs shared memory. It consists of three control panels. The file input panel
is used to list file names and information and to load data into shared memory. The data sub-panel displays
pertinent information about the previously loaded grids and solutions. The ARCGraph panel is used for
handling this type of file input.

_FD Calculator

The CFD Calculator module allows the scientist to attach to the grid and solution data that has been loaded
and to calculate a variety of scalar and vector functions for analyzing the computed solution. The Calculator
has the appearance and functionality of a real programmable calculator but instead of operating on numbers

it operates on fields of numbers (scalars) andfields of vectors.

Its basic operations (e.g., +, -, MAG, CURL), are applied to entire fields - either component-wise or vector-
wise. For example, + applied to two scalar fields will produce a new scalar field of values that arc the sums
of the corresponding values of the two operand scalar fields. And LOG applied to a vector field will gc_
a new vector field by taking the logarithm of each component of the corresponding operand vector. In
addition to component, scalar and vector binary operators there are also special operations such as
GRADIENT, DIVERGENCE, DOT, and CROSS that apply to entire fields and produce new scalar or
vector fields.

The scientist can select a range of active solution zones on which to operate and use the CFD Calculator to
compute about 100 different built-in CFD scalar and vector functions such as Pressure, Enthalpy,
Normalized Helicity, Velocity, and Vorticity [16]. These fields are stored in one of the Calculator's scalar or
vector registers. The Calculator can then be programmed with formulas that operate on these fields and
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produce new ones using the basic operations already mentioned. The CFD Data Panel is used to copy,
move, delete, and display information fields (such as min-max) stored in the Calculator's registers. These
featme_, and others, help make the CFD Calculator an interactive, powerful tool that the CFD scientist can
use to compute important quantifies for analyzing computed solutions.

The SURFace Exlractor and Renderer module attaches to grids (loaded by the File Input Module) and scalar
and vector fields (generated by the CFD Calculate) and renders grid surfaces as points, lines, vectors, or
polygons. These grid surface objects are also stored in shared memory so they can be rendered in the FAST
environment. The grid surfaces can show the grid geometry, for example, a lighted, Gouraud [2] shaded
polygon surface of the Space Shuttle, or they can display the scalar data as function colored lines or
polygons, or vect_ data as line vectors, vector heads, or polygon vector deformation surfaces (vector heads
connected in a surface). Grid surface objects can represent grid geometries, scalar fields, and vector fields.

In addition to changing data types, surface rendering and other attributes, SURFER can sweep through all
surfaces in a given grid direction.This creates a dynamic image showing even more features of the flow
field.

Ti0er

The Titler module is used to create high quality Postscript text suitable as titles for images in videos,
slides, and movies. Title attributes include font, point size, position, color, drop shadows, and a snap-to-
grid featme to make alignment easier. Like other graphical objects, title objects are stored in shared memory
so they can be added to other scenes. Postscript fonts from other sources may be imported and created tides
may be saved for latez use.

Isolev performs three functions using a single algorithm. One, it draws surfaces of constant value in 3D
scalar fields, i.e. isosurfaces. Two, it draws cutting planes function mapped by the scalar field of interest.
Cutting planes may be at any angle, and are consistently oriented throughout a multi-zoned grid. Three, it
draws vector field deformation surfaces originating at cutting planes or isosurfaces. Iso and deformation
surfaces are lighted and smooth shaded. Both isosta'faces and cutting planes may be rendered as dots for
improved performance. Interactive grid coarsening is available to improve interactivity. The user may also
set up sweeps, where isolev automatically sweeps the isovalue (or cutting plane location) through all
possible values, or within a user specified range. This can be used to get a feel for the entire volume. The
marching cubes algorithm [Kerlick,13] is used to generate polygons. Level scalar fields are created to
generate cutting planes function mapped by the scalar field of interest. Edge crossings, a faster algorithm,
is used to generate points. A user selected vector field may be used to draw vectors originating at the
crossing points.

Tracer
The tracer module is used to compute particle traces and render them as vectors through the flow field.
Tracer attaches to a grid and solution and allows the user to interactively select the point of release or
rake[7] from which the traces are computed. The traces can either be computed forward or backward in time
as well as allowing the user to selectively save traces. Once traces are saved, a delta time factor may be

interactively adjusted through the panel to allow l_'ticle trace "cycling".
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Figure 1, "FAST Interactive Visualization Control"

Interactive Visualization Control

Multi-processed: When working within the FAST environment, several modules work together to generate

a scene: Surfer generates the grid surface objects, CFD Calculator computes the scalar and vector fields,
Tifler is used to generate the text, and FAST Central was used for image handling and color map editing.
When modules are not needed they can be iconified so they occupy less screen space and CPU re,_urces.
Because of this, the FAST environment can be running while other applications are also being used.
Alternatively, FAST modules can be terminated without exiting the FAST environment - and this has no

effect on their data since it is already in shared memory. Unlike standard dynamic memory, shared memory
remains available even after the allocating process is killed. All shared memory segments are removed when
FAST is exited via the Quit selection of the FAST Central module.

Powerful. The FAST environment contains sophisticated tools such as the CFD Calculator that enable the

scientist to analyze computed solutions by examining many relevant "CFD quantities", such as normalized
helicity, shock, perturbation velocity, and vorticity. And if these "built-in" functions are not adequate the
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scientist can program the Calculator to compute customized functions using the rich set of component,
scalar, and vector operators.

Hexible. Storing data and graphical objects in shared memory enables complex scenes to be conslructed by
mixing and matching shared data from any module that is currently plugged into the FAST environment.
This allows grid, scalar, and vector data to be combined to generate grid surfaces rendered as grid lines, scalar
colored smooth polygon surfaces, and vectors.

Intuitive. Surfer provides the ability to interactively alter scene attributes such as coloring the data by a

different scalar field, displaying a different vector field, adjusting the legend, normalization, and cfipping
ranges, or changing rendering and data types. For example, the vector field can be rendered as a Goura_
shaded, lighted, vector deformation surface. With the looping option mined on Surfer will sweep through all
data in the current grid direction - providing a dynamic visualization ability. And while this is happening
the scientist (from FAST Central) can transform (e.g., rotate, or zoom) all or part of the scene or use the
color map editor to adjust the function color mapping by inserting, deleting, and changing colors, or
selecting a different colormap types such as Spectrum, Contour, Striped, Twotone, or Banded.

IPC and Shared Memo_ Implementation

It was decided that an interprocess communication (IPC) package must be implemented to allow FAST to
operate as a modular environment where resources could be shared among different machines as well as on a
single host. Specifically, Unix System V shared memory facilities are used to allow each process (module)
to access the environment's data, while the Berkeley IPC package's implementation of Intemet domain
stream sockets allows for the coordination of this data.

As each module is executed by the FAST hub, it must immediately establish a two-way communication
channel between it and the hub. Because an Intemet domain address consists of a machine network address

and a port number, these two values are used in establishing this connection. The following command is
therefore executed at the beginning of a module's main routine:

socket_establish_and_accept (hub_host, hub_ &rsock, &wsock);

This does the following:
1) create a socket from which to read
2) determine a local port and listen on it

3) create a writeable socket and establish a connection to the hub (using the hub's
hosmame and port number which came in as arguments)

4) now send the port number to the hub and
5) accept a connection from the hub

At the same time, the hub process executes this statement:

socket_accept_and_establish( sock, module_host, &wsock );

which does the following:
1) create one socket from which to read from all modules
2) accept a connection from the next module
3) read in the module's port number
4) create a writable socket and connect this socket to the module

The modules specified for inclusion in the FAST environment are specifically listed in a "run command"
file called $HOME/.fastrc. Also included within this file is information about initial placement of a
module's main panels, the name of the host where the module resides, and the complete path name of the
particular module.

Ortce a module has been executed by the FAST hub using the Unix system(3) call and the communication
channels have been established, the hub enters a loop where it waits on a request from any of the active
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modulesto perform some sort of action. The hub process uses the Unix select(2) call to examine all
available read socket file descriptors to determine if there is information in the pipe.

Information sent between a module and the hub (and vice-versa) is always preceded by a standard sized
structure which contains, the command and four information fields. The necessary information, if any, is
then written back to the module, and the flow control takes the hub back up to the point where it can again

wait for a request.

One example of a request that a module might make is the allocation of memory which can eventually be
used by another module. It must first send a request to the hub to do this. The hub then allocates the
memory as a shared memory segment and retrieves the shared memory identifier associated with this
segment. This identifier is then stored by the hub in a data structure possibly to be accessed by another
module at a later time. Finally this identifier is sent back to the module so that it may attach the shared
data to it's virtual memory address space.

At any time that a different module would like to access this data, a request is similarly sent to the hub to
retrieve the shared memory identifiers so that it too may attach to the data. Once the module has attached to
the data, UNIX semaphores are implemented to lock the shared data if it must be modified.

A consequence of using shared memory instead of standard dynamic memory is that dynamic data structures
such as linked list nodes no longer have a pointer to the next node but rather the shared memory id of the
next (and curren0 node. This shared memory id must be explicitly attached to and detached from whenever
the structure is traversed.

Using shared memory and sockets, FAST is able to quickly and easily share all the data used within the
environment. Even though shared memory can not yet be shared over different machines as it is on a single
host, FAST has been designed with this eventual capability in mind. When indeed we can accomplish this,
the ultimate power of FAST can be realized.

For an existing SGI visualization application to be converted into a FAST module:
• Command line arguments must be used to establish window location and Hub communication -

and nothing else.
• Periodically, each module must check for a command from the Hub. This is done once each time

through the main event loop.
• Standard input should not be used.
• Standard output should be used sparingly for status and error messages.
• The colormap must be used according to FAST conventions. FAST library functions must be

used to get color indices for drawing. A few indices are reserved for modules to create their own
colors, but most of the colormap is only modified via the FAST COLORMAP module.

• Grid, vector and scalar field data must be accessed via FAST shared memory.
• The panel library interface should be used for module interaction.
• The panel library's nap time or blocking should be turned on when waiting for user input to

avoid excessive context switching.
• The application's drawing code must be integrated into the viewing library so that its

visualizations can appear in FAST central.

• The data to be displayed must be placed in shared memory and made available to the viewing
mode

There are several advantages to integrating applications into FAST as modules. These advantages include:
• Shared memory speeds which allow users to interactively view their data from several modules

without long disk IO delays.
• Access to CFD Calculator to generate vector and scalar fields.
• Precalculated min and max for grids, vector and scalar fields. This reduces the time needed to

access data in many cases.
• Sophisticated colormap manipulation using the FAST colormap panel.
• Integration of visualizations created by several modules into a single scene.
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• Trivial integration of visualizations into animations.
• New applications can be built quickly since many functions have already been made available in

existing FAST modules and libraries.

There are also some disadvantages, of course. These include:
• Time to learn to use the FAST libraries and intermodule communications as well as to keep up

with future changes.
• Performance overhead due to multiple processes busy waiting.

Future plans for FAST include the capability for use across high speed LANs for 'smart' distribution of
processing. Compute intensive modules could be distributed or broken up into components that
communicate over these networks, or perhaps memory could be shared across systems.

As flow solvers become fully integrated and interactive 3-d grid generation becomes a reality, FAST will
continue to offer more effective visualizations of computational aerodynamics in all aspects of fluid flow
simulations.

At the lime of this writing, the software is in Beta testing at NASA Ames Research Center and at over fifty
sites around the country. FAST 1.0 is tentatively scheduled for release in late 1990. Since this software
was developed for the government, it is in the public domain, and is available for no charge or a minimal
handlingfee.
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Abstract: The JPL-designed MARKIII hypercube supercomputer has been in application service since
June 1988 and has had successful application to a broad problem set including electromagnetic scattering,
discrete event simulation, plasma transport, matrix algorithms, neural network simulation, image

processing and graphics. Currently, problems that are not homogeneous are being attempted, and, through
this involvement with "real world" applications, the software is evolving to handle the heterogeneous class
problems efficiently.

Hypercube Computers and the Mark lllfp System: The appearance of parallel

computers comes through a natural coupling of two important factors. The first one is the clear
opportunity presented by current VLSI technology, which determines the availability of powerful single-
chip microprocessors and inexpensive memory. The second one is the pressing need for increased
computational power in a wide variety of scientific and engineering fields. A particularly simple parallel
computer consists of loosely coupled processors connected in a binary hypercube topology. A D-

dimensional hypercube contains a total of D2 ° - 1communication links, and 2D nodes where each node is
connected to D other nodes. One of the most useful characteristics of this topology is that the diameter of
the network (the maximum number of links that a message has to travel between any source and any
destination along the shortest path) is also equal to D. The JPL/Caltech Hypercube is now in its third

generation of development. The current implementation in the series has been designated the Mark IIIfp
Hypercube, and is based on Motorola and Weitek chip sets, as described below. A description of the earlier
Mark III and several related parallel computers, their software environment, and sample applications

approaches and codes may be found in [1]. Further details regarding parallel operating systems and
applications may be found in [2].

Fig. 1 shows the general system description of a 32-node (5-dimensional) Mark IIIfp Hypercube
system.The main components of the system are shown: a 32-node Mark IIIfp, the control processor, the
Concurrent I/O (CIO) network and the disk subsystem.Each node in the Mark IIIfp is a powerful single-
board computer which contains two independent processing elements, namely the data processor and the I/0
processor. Each node contains its own local memory and a set of peripherals. In addition, each node
contains 4 Megabytes of dynamic RAM accessible to both processors. Each node has a total of eight
communication channels, one of which is reserved for communications outside the hypercube. Thus, the
current architecture is limited to 128 nodes, or a 7-dimensional Mark IIIfp.

The data processor consists of a Motorola MC68020 CPU with a MC68882 floating point math
coprocessor, two serial ports, and a printer port. The serial ports can be used to connect a terminal to the
node to monitor the activity of the data processor. Associated with the data processor are 128K bytes of
private no-wait-state static RAM. Programs run approximately 15% faster when stored within this memory
space. The I/O processor consists of a Motorola MC68020 CPU, one serial port, and hardware to support
the node-to-node communications within the hypercube. The serial port can also be used to connect a
terminal to the node and monitor the activity of the I/O processor, independent of the data processor.
Associated with the I/O processor are 64K bytes of private no-wait-state static RAM.

The floating point daughterboard incorporates a Weitek chip set and a serial port (the letters "fp" on the
designation of the Mark lllfp hypercube denote the active inclusion of the Weitek daughterboard into the
architecture). The Weitek chip set consists of a sequencer, an integer processor, and a pipelined floating

point processor, and is capable of performing from 1 to 10 MFLOPS. Typical applications written in C or
FORTRAN with calls to CrOS communications achieve the lower end of this range. Many such

applications maintain near-linear performance when scaled to larger hypercubes; one can expect real

application performance for a 128 node hypercube to be on the order of 100-300 MFLOPS.
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Figure 1. A 32-node (5-dimensional) JPL/Caltech Mark lllfp Hypercube system. This
figure shows the main components of the system: the hypercube, the control processor,
the CIO network and the disk subsystem. The connections between these components are
nlso shown, including the interface to the outside world through Ethernet.

Recently, the Weitek board has been upgraded to support 64-bit double-precision arithmetic. The serial port
on the Weitek daughterboard can be used to connect a terminal to monitor the activity of the Weitek
processor, independent of both the data processor and the I/O processor. The Weitek processor has access to
its own private memory, which consists of 64K bytes of no-wait-state static RAM as well as a 128K byte
code cache and a 64K byte data cache.

The Mark IIIfp is accessed from the external world through a host or control processor (CP) computer,
which in turn communicates with the hypercube through a JPL-designed, special-purpose interface
connected to the corner node (node 0) of the ensemble. The control processor is a Unix workstation based
on the Motorola MC68020 microprocessor and currently is a Counterpoint System 19. The CP can be
attached to peripheral devices such as disk drives, terminals, and printers and acts as an access controller
mechanism to these devices for the entire hypercube. Since the control processor is based on the same
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MC68020 microprocessor used in the node boards, the native compilers and linkers, as well as the full
complement of Unix tools can be used for program development. These tools allow the construction of
executable code on the control processor which ultimately runs on the nodes of the Mark IIIfp.

A concurrent I/O (CIO) node board resembles a Mark lllfp's main board but has a single MC68020

processor and only four communication channels. In addition to the ability to form a hypercube network
consisting of CIO nodes, a CIO board has a VME bus interface which allows the Mark IIIfp to
communicate with disks, graphics devices or specialized processing boards. A single CIO board can be
connected to up to 4 nodes within the hypercube. This allows different Mark IIIfp nodes to simultaneously

place requests for accessing devices connected to a CIO board through its VME bus interface.

The operating system on the control processor is AT&T's Unix System V, Version 2.2. Routines have
been provided to allow the interface between the control processor and programs running on the nodes of the
Mark IIIfp under the control of the CrOS or Mercury operating systems described below. Detailed reference
information suitable for Mark llIfp applications development utilizing these operating systems is given in
[3].

The Crystalline Operating System (CrOS) provides the programmer with the fastest possible
communications scheme and is well suited for applications where the domain of the problem can be

correctly mapped onto the hypercube topology. The most important characteristics of CrOS are:

• Communication is done between adjacent nodes only. Data transfers are only supported

among "nearest neighbor" processing elements which are physically connected to one
another.

• Communication is channel based. Each node designates a particular channel number to

each of the links to its neighboring nodes in each dimension. CrOS communication
routines make use of this channel number as their main parameter.

• Communication is synchronous. A request for exchange of data by one node must be

matched by a corresponding request in the neighboring node, otherwise, a system deadlock
would occur.

• ,[J_. The bandwidth of this style of communication is 2 Megabytes per
channel per second, with each node being capable of communicating data through all its
communication channels simultaneously.

The Mercury operating system is used to allow asynchronous message passing between nodes. In addition,
it is recognized that certain applications require asynchronous services, but which also contain certain
portions which operate in a tightly coupled way and can benefit from the higher transfer rates available
through the use of synchronous communication. In order to accommodate to these situations, the Centaur
operating system was built on top of both CrOS and Mercury. Centaur gives the programmer extra
flexibility by allowing the application program to switch between synchronous communication mode
making use of CrOS services and asynchronous communication mode making use of Mercury services.

Support is provided for one user per Mark Illfp hypercube, with a maximum of one main program running
on each node of the system and a different program running on the control processor. Application programs
running under CrOS may be written in C or FORTRAN. Those running under Mercury can currently be
written in C only.

Applications: Many types of applications have been written or ported from sequential machines to

run on the Mark Illfp hypercube. Several are described in [2]. The following is a partial list:

• Electromagnetics Scattering Analysis:
Finite Difference
Methods of Moments
Finite Element

33



• Concurrent Database Implementations
• Image Processing
• Geophysical Modeling
• Lattice Gauge Simulations

• Computer Chess and Game Theory
• Vortex Flow Simulations

• Optimization Problems
• Lisp Interpreter
• Distributed Prolog
• Neural Network Simulations

• Neural Network Applications:
Early Vision
Pattern Recognition
Optimization

• Tracking Algorithms
• Battle Management Simulations
• Studies in Plasma Turbulence
• Plasma Particle Simulations
• Discrete Event Simulations
• Studies in Radiative Transfer

• Ray Tracing Algorithms

Electromagnetic Scattering by Finite Elements: In order to illustrate some of the issues

involved in developing and running applications on a hypercube computer, we shall examine in detail an
electromagnetic scattering code, which employs the technique of finite elements to obtain solutions. Early
stages of this work, and several other parallel codes which solve scattering and related electromagnetic
problems employing the method of moments, time-domain finite differences, and methods for frequency
selective surfaces, are described in [4].

The well-posed scattering problem consists of a set of scatterers composed of dielectric and conducting
materials with possibly anisotropic and inhomogeneous dielectric properties. A known electromagnetic
wave illuminates the objects. The electromagnetic field scattered from the objects is to be calculated at
infinity (the far field), and possibly close to the scatterers (the near field) as well. Since the finite element

method requires a meshed problem space, some outer boundary condition is required which will impose an
outgoing wave solution on the scattered field. Because of computational limitations, the outer boundary
needs to be as close as possible to the scatterers. The wave equation for either the electric or magnetic field
is solved in the frequency domain subject to the outer boundary condition, the boundary conditions imposed
by the presence of conductors, and any simplifications allowed by the geometry.

The finite element mesh (nodes and elements) is generated to express the geometry of the scatterers,
including their internal constituents. The node density and element types used to model the problems are
chosen based on the specific accuracy required in the solution and the limits imposed by computational
resources. The issue of mesh generation is a complicated one in itself. The density of nodal points and the
complexity of element type will impact the accuracy of the solution and the computation required to
compute that solution. The complexity of the outgoing wave boundary condition imposed at the outer
problem boundary, as well as the position, shape, and grid density of the outer boundary also impact the
solution accuracy.

We take as our basic equation the Helmholtz equation for either the electric or magnetic field in linear
media, in the absence of free charges. The equation for E is given by

0) 2v × ( t-l.v× r)- --0
c" (1)

where e is a general electric permittivity tensor, la is a general magnetic permeability tensor, o_ is the
angular frequency of the field, and c is the speed of light. The equation for H is obtained by simply
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swapping e and g throughout. In general, the dielectric functions may be complex, to model absorptive
media. Either the E or H equation with boundary conditions is a sufficient statement of the problem.

The weak form equation required to employ the finite element method is obtained by taking the inner
product of Eq. 1 with a test function T and integrating over the problem domain. The test function must
satisfy some basic constraints on continuity and integrability, but is otherwise arbitrary. Thus the weak or
Galerkin form equation for the electric field is

(2)

where F is the contour which bounds the problem domain t3. A similar equation may be obtained for H.

In order to find the electric field solving Eq. 2, E and T must be restricted to a linear space of finite
dimension. In the finite element method, this linear space is a finite summation over a set of basis

functions wn,

E = _., dnwn
(3)

T = _ CnWn
(4)

each of which is nonzero only in a small region of space. Interpolatory basis functions are preferred for
most problems; these bases are defined to be unity at a single node of the mesh, and zero at all other nodes,
typically based on simple polynomials defined in each polyhedral region of the mesh. The advantage of
interpolatory basis functions is that each weight d, in the summation for E may be interpreted directly as
the value of the solution at the corresponding node.

The assumption linking Eq. 1 and Eq. 2 is that the field E which satisfies Eq. 2 for any test function T
(arbitrary within the space of functions satisfying certain criteria of continuity and boundary conditions)
must be precisely that E which solves Eq. 1. Substituting Eqs. 3 and 4 into Eq. 2 results in

c.Kd = c.f (5)

and the arbitrariness ofT implies that this must hold for arbiU'ary c, therefore the d must satisfy

Kd = f. (6)

This system of equations is inverted to find d, which determines the field everywhere in the computational
domain according to Eq. 3. The matrix K consists of integrals of the basis functions combined in pairs,
with typical elements of the form

k,j:fod x[(V×w,).-'. (v×@- kow j] (7)

Additional terms are required to implement certain boundary conditions, such as those at conductors,
material interfaces and the computational domain truncated boundary. Eq. 7 (and the additional terms) imply
several computationally important features of the system of equations to be solved: the matrix is
symmetric, and extremely sparse, containing non-zero entries only when two basis functions share some
portion of their non-zero domain. This sparsity, in combination with an appropriate parallel sparse equation
solver on a hypercube computer, allows solution of problems with several hundred thousand unknowns.
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Workstation Environment: In order to rapidly take advantage of the vast computational power of

the Mark IIIfp supercomputer in an environment with a growing number of electromagnetic analysis
parallel programs, we have developed an Electromagnetics Interactive Analysis Workstation, based on an
Apollo DM4500 graphics computer connected to various Mark Illfp hypercubes by a high-spoed network.
Some of the key features of the EIAW include a consistent and friendly interface based on a modular
software design, transparent access to remote computing resources and an inherent ability for further
expansion. The user is initially presented with a menu, enabling quick choices of graphical tools for model
building and results display, interactive selection of parameters for a computation, a variety of
electromagnetics codes, and an assortment of sequential or parallel computers which may he either local or
remote. Fig. 2 shows the current location of the EIAW within our local area network. The network
allows direct access to Sun, Counterpoint and Apollo machines as well as indirect access to several Mark
IIIfp Hypercube systems. Program development is mostly done on Sun workstations, with executables
being sent over the network to Counterpoint systems which currently act as host machines for the existent
Mark IIIfp Hypercubes.

Hypercube Local Area Network - JPL

EM Workstation tO

CIT I

Hypercube

Hypercube

Local Area Network - CIT

_Cotm!rpoint )

Hypercube

I
(Counterpoint

Hypercube

Figure 2. A sketch of the physical arrangement of the resources available through the
JPL and CIT LANs.

Given a developed code, a design engineer may access the appropriate software and hardware resources for a

given electromagnetic scattering problem from the workstation interface without needing to know anything
about the network or the parallel computers. In a typical session, the engineer would start up the EIAW

menu, and by simple mouse/cursor selection move through the design and testing of the scattering object as
follows. First, the analysis tool, Finite Elements, is selected from a submenu from among such choices as
FDTD (a Finite Difference Time Domain code) and Patch (a method of moments code). Next, a simple
name for the object is chosen. The system will use this name, with various extensions, to create file names
with a simple and consistent naming convention. Via another submenu, the engineer selects a model-
building tool, which may he a commercially available CAD program. After the model is conslructed, the

model-building tool returns the engineer to the EIAW menu. Another submenu choice allows the engineer
to enter model parameters such as the incident field description. The engineer then selects which
computation engine to use to run the analysis program. At another menu command, the system partitions
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the model into the appropriate number of pieces for the parallel computation, sends the model to the
computation engine, runs the analysis program, and returns the solution field to the local environment.
Post-processing utilities may then be selected to locally compute or display derived quantities of interest,
such as the radar cross section of the object.

The Parallel Algorithms: The finite element method readily lends itself to parallel execution. The

chief parts of the computational burden are the creation of the K matrix, and the solution of the sparse
system of equations. The form of the integrand in Eq. 7 implies that non-zero entries in K arise from node
couplings through polyhedral regions (elements) which contain a given pair of nodes. Each element couples
all possible pairs of the nodes it contains, contributing entries in K which correspond to these node pairs.
Because nodes are typically shared by several elements, a given node is coupled to all of the nodes in all of
the elements of which it is a part, and only to those near-neighbor nodes. Therefore, a natural way to divide
the problem is to divide the spatial domain. We give groups of neighboring elements and the nodes which
belong to them to a single processor. Some nodes must be shared, which implies communication among
the processors; thus it is advantageous to minimize the number of these shared nodes. In order to finish in
the shortest time, each processor must do approximately an equal share of the work, and must therefore have

an equal share of the model.

With this in mind, we have developed software to divide a model automatically and nearly optimally. We

use an algorithm called Recursive Inertial Partitioning. The essential idea is to find the long axis of the
model, and divide midway with a plane perpendicular to this axis. A moment computation is performed,

corresponding to calculating the moment of inertia tensor, with each element having unit weight at its
center. A plane perpendicular to the largest moment slices the object through the center of mass, with
whole elements assigned to one side or the other. Each section is then redivided according the the same

algorithm. Thus the object is divided into 2D groups of elements, ready to be processed on a D-dimensional
hypereube. Fig. 3 shows a sample finite element domain as divided by the RIP algorithm.
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Figure 3 - Decomposition of a grid describing a cylindrical dielectric scatterer, using the
RIP method implemented in the SLICE partition code. Load balance of elements and
boundaries are illustrated.
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Eachprocessor of the hypercube computes its share of the K matrix completely independently, that is, with
no interprocessor communication. This is achieved by redundantly storing the information for shared nodes
in both processors, and by allowing the shared portions of the K matrix to remain unsummed. That is,
when a K matrix entry involves two nodes each shared by two processors, that entry consists of a sum of
terms, some of which are contributed by elements in the first processor, and some contributed by elements
in the second. There is no need to explicitly sum these terms into one memory location, because the
solution portion of the code can find all the appropriate partial sums when they are needed.

Solution is performed by a Preconditioned Bi-Conjugate Gradient algorithm. This is an iterative algorithm,
with the drawback that the convergence to acceptable accuracy is not entirely predictable as to the number of

steps. Convergence would occur with no error after N steps for a rank N system of equations, if the
algorithm were performed with infinite precision arithmetic. In practice, well-posed problems typically
converge to acceptable accuracy in less than N/IO steps. The great advantages of the method are that very
little communication is required between the processors, and all steps of the algorithm can be done using
the memory locations describing the system of equations. That is, in contrast to a banded-matrix solver, or
(even better) a Crout decomposition, no matrix locations which are initially zero are filled in with non-zero
values at any stage of the algorithm. Therefore, we store the non-zero matrix entries as an indexed list of
numbers; we need never store zero entries.

The computationally significant parts of the PBCG algorithm are vector dot products and matrix-vector
multiplies. Given distributed data storage as described above, two peculiar features of these operations as
done in parallel are noted here. First, as to performing dot products, some vector components (corresponding
to nodes in the finite element model which are shared among several processors) are replicated in several
processors, while the contribution to the dot product from these components must be computed only once.
Therefore, although these nodes are shared, only one processor has these nodes flagged as owned by that
processor (the flagging having been done at the time of model partitioning). Partial dot products in each
processor are computed using only vector components corresponding to owned nodes. Then the partial sums
are globally added, a step requiring interprocessor communication. Second, with regard to matrix-vector
multiplies, recall that K matrix entries corresponding to shared nodes consist of a sum of terms, and that
these terms have not been explicitly summed, but rather reside in separate processors. The correct result

may be obtained by having each processor do a matrix-vector multiply with respect to only the portion of
the matrix and vector which reside in that processor, and then summing the results in an appropriate way
with each processor contributing its portion (again, a step requiring interprocessor communication). In both
of these operations, the amount of interprocessor communication is small compared to the amount of
computation within each processor, provided the model consists of a large number of elements and nodes
per processor.

Results: In order to demonstrate the type of object which may be modelled with the 2-D electromagnetic
scattering code, and the sort of accuracy one may obtain easily, we compute the near and far field for a
perfectly conducting circular cylinder with radius such that ka = 50 (i. e., the circumference is 50

wavelengths). The field is shown in Fig. 4. Since this is an object of simple geometry, one may also
compute the solution analytically, and a comparison of the two solutions demonstrates the accuracy of the
finite element solution. As seen in Fig. 5, good agreement (within 3 dB over a 30 dB range) with the
analytic RCS was obtained by truncating the computational domain at kr = 62, while kr = 56 was not
considered adequately accurate (errors exceed 4 dB). The more-accurate case involved less than 10,000
unknowns, which is a fairly small problem for the Mark IIIfp. With a 64 node Mark III, we can solve

similar problems with over 200,000 unknowns, providing the ability to achieve either much higher
accuracy, or to model larger and more complex objects.

The time to realistically solve a given problem depends on I/O rates as well as the time to set up and solve
the finite element system of equations. Since I/O is currently done sequentially, there is a problematic
bottleneck involved in reading the model and writing the fields from the hypercube. This I/O cost may be
amortized by solving a large number of scattering problems based on the same model, such as by varying
the incident field angle, the wavelength, or the properties of materials in the object. However, the I/O

bottleneck can be significant when only one problem solution is needed, and we are investigating means of
ameliorating the problem, such as generating the finite element mesh in parallel on the hypercube. Apart
from I/O, the time required to solve a finite element problem is based on the time to set up the system of
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Figure4 Contoursof totalfield,realpartfor problemof scatteringfromka = 50
conducting cylinder, TE case. The absorbing boundary is at kr = 62, about two
wavelengths from the object. The incident field wavelength is shown to scale.

equations, and the time to solve the system. An experiment with a scaled model indicates the time required
for finite element models on hypercubes of differing dimensions. We construct a series of models with the

number of unknowns proportional to the number of processors in hypercubes of varying dimension:
1,2,4,8,16, and 32 processors, times about 4000 unknowns. Thus the largest model has about 128,000
unknowns in this experiment. We found the time for element set-up was 16 seconds in all cases: the set-up
work scales linearly with the number of unknowns, and the parallel efficiency is nearly perfect, due to the
lack of communication and the balance of the load achieved by the partitioning algorithm. The time to

solve the system with the iterative solver varies somewhat erratically due to the indeterminacy of the
number of iterations required; however, the time per iteration was also nearly constant in all eases, about
0.5 seconds (within 0.02 seconds tolerance). Due to communications overhead, there is a slight increase
with increasing hypercube dimension, so that an iteration on the 32 node hypercube took about 6% longer
than an iteration on a single node (which was processing only 1/32 as many unknowns).

We are developing a full 3-D scattering code. Extending a 2-D scattering code to handle full 3-D problems is
not a trivial task. All three components of either the electric field or the magnetic field must be included in

the model. Absorbing boundary conditions in 3-D are substantially different from those in 2-D, and are not
widely published or tested. Proper physical conditions at boundaries of conductors, dielectric and magnetic
materials are more complicated. Numerical stability of the method appears to be more difficult to guarantee
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Figure 5 Bistatic RCS of TE scatter from ka = 50 conducting cylinder, modeled with 4
quadratic quadrilateral elements per wavelength. Solid curve is analytic solution; open
circles, finite element result for absorbing boundary radius kr = 56; dots, finite element
result for kr = 62.

than for the 2-D case, possibly requiring exotic vector basis functions and elements, such as so-called edge
or tangential elements. Construction of consistent finite element meshes becomes substantially more
difficult in 3-D, particularly for complicated objects containing varied materials. All of these difficulties are
under investigation, and appear to be surmountable in the near future. The result will be a flexible

environment for solving complicated 3-D electromagnetic scattering problems, relying heavily on the
ability of parallel computers to solve such problems with hundreds of thousands of unknowns.

A Heterogeneous Application: The finite element code represents a large class of homogeneous

problems, in which each node of the hypercube is doing the same type of task at the same time. The
instructions in each node are not executed in lock-step, but essentially the same program is running in each

processor, with separate data. Each processor works on the set-up at the same time, and then each processor
works on its part of the system solution. We have also developed more heterogeneous parallel codes, such

as a processor for synthetic aperture radar (SAR) images. In this arrangement, a 32 node hypercube is
divided into 4 subcubes with 8 processors each. A separate code is loaded into each subcube, and the image
sections are processed in pipeline fashion. Each subcube performs a portion of the processing functions,
such as a range correlation fast Fourier transform, on part of the image, and then sends the image slice
along to the next processing stage. The hypercube SAR system produces images at the rate of one 40

megabyte image every 43 seconds, utilizing the Weitek processors' ability to sustain 2.5 megaflops per
second per processor.

Conclusion: The JPL/Caltech Mark Illfp hypercube has proven to be an inexpensive, general purpose

supercomputer. Despite the unavoidable difficulties of porting existing programs to a prototype computer,
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including in this case having to deal with such issues as load balancing and communications, dozens of
extremely diverse applications have been ported and are found to run efficiently on the hypcrcube. With

expanding experience and the development of increasingly user-friendly software tools, the time required to
develop hypercubc applications will drop dramatically, with a corresponding explosion of applications
available through public domain and commercial sources. As technology continues to provide faster

microprocessors and the ability to do fast communications between processors, the potential speed of such
applications on future machines patterned after the Mark IIIfp is nothing short of astonishing.
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Abstract: The Hyperswitch Communication Network (HCN) is a large-scale
parallel computer prototype being developed at JPL and in collaborations with

several large computer companies. These companies are planning on building
commercial versions of the HCN computer. The HCN computer being designed
is a message-passing multiple instruction multiple data (MIMD) computer, and
offers significant advantages in price-performance ratio,
reliability/availability, and manufacturing over traditional uniprocessors and
bus based multiprocessors. The design of the HCN operating system is a
uniquely flexible environment that combines both parallel processing and
distributed processing. This programming paradigm can achieve a balance

among the following competing factors: performance in processing and
communications, user-friendliness, and fault tolerance. The prototype is being
designed to accommodate a maximum of 64 state-of-the-art microprocessors. A
full configuration will provide up to 2.6 GIP, 1.2 GFLOPS, 4 Gbytes of total node
memory, 700 Mbytes/second I/O rate and 4 Gbytes/second processor-to-
processor communication rate. This communication architecture extends the

application of parallel systems to supercomputer problems that place heavy
demand on the system for high bandwidth, low latency, and non-local
communication. Hence, the classification of the HCN concept as being
distributed supercomputing. This paper describes the HCN system, and reviews
the performance/cost analysis and other competing factors within the system
design.

The research described in this paper was performed by the Center for Space
Microelectronics Technology, Jet Propulsion Laboratory, California Institute
of Technology, and jointly sponsored by SDIO/IST and the United States Air

Force, Electronics Systems Division through an agreement with the National
Aeronautics and Space Administration.

1. Applications: The need to solve more complex problems is

outpacing the ability of the world's fastest computers to solve the required
applications within acceptable time periods. At the same time, even with the

continuing advances in microelectronics technology, it is becoming
increasingly more difficult to design and build powerful computers. The
demand for increasing capability, higher performance and fault-tolerance

are continually being placed on computers. Several application examples are
given below.

1.1 Space Flight Operations: The ground based command and control
operation system has played a crucial role in JPL and NASA's success.
Traditional mainframe computers have been employed for science and
engineering applications in the past, providing centralized processing and
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data management resources for each project. The demand on computation and
data handling capabilities multiplies as the complexity of spacecraft and their
operation grows; the computational demands is also exacerbated when

operations considers the concurrent multiple missions environment. The
addition of more computers appears to be the best solution today and the

present Space Flight Operations Center (SFOC) system is comprised of about one
hundred conventional workstations networked together.

The following Flight Missions: Magellan, Galileo, Ulysses, Mars Observer,
TOPEX, and CRAF/Cassini are expected to be operating together in the next
decade; EOS, Lunar Observer, Rover, and another half dozen missions are

proposed to be supported by JPL. The current Flight Operations network will
eventually become "unsteerable" assuming even a factor of four increase in
physical count. What is needed is a ground data system that will provide for
more accurate and timely data processing that is both informative to the user
and cost effective to the project.

1.2 Consolidated Command Center: Military applications comprises

information management systems (consolidated command center) to support
needs in terms of planning, decision making, and fault diagnosis. As with the

JPL needs, ground data systems are needed to help cope with the increasingly
complex problems in the logistics of supply and support, as well as with
strategic and tactical planning. Although the precise functional and
performance requirements of such a consolidated command center are of
necessity evolving, certain basic, generic command center requirements
include: survivability which places a geographical distribution requirement
on the system; high level of fault tolerance; multi-level security; flexible and

high bandwidth communications and networking; interfaces with a wide
variety of machines; scalability in order to match performance requirements
and dynamic reconfigurability to respond to variable workloads; high

performance database management; supercomputer class floating point
computation speed. Many of these requirements are also needed for the JPL

Flight Operations applications. Therefore, these generic requirements are the
driving force behind the HCN system described herein.

2. SYSTEM OVERVIEW: The HCN computer is a loosely coupled MIMD

system with distributed local memories attached to multiple processor nodes,
see Figure 1. The interconnect topology is a hypercube network used with a
hyperswitch[l] message routing element in each node. Message passing is the
major communication method among the computer nodes in the HCN computer
shown in Figure 1. The HCN Message-routing method demonstrates a highly
fault-tolerant capability, while providing an adaptive routing hardware based
algorithm with very low message latency. With a very low communication
overhead, parallelism is potentially profitable. This is because the

programmer seeking maximum performance is strongly tempted to partition a
problem into the finest possible granularity to create the maximum amount of
parallelism. Therefore, in a message-based parallel computer, the
performance of fine granularity computation depends crucially on the rate of
message exchange. Fine granularity is a system which effectively supports
processes transmitting short messages between code blocks that are less than
several hundred instructions in length.

2.1 Hardware: Each node comprises one or more state-of-the-art Motorola

microprocessors, and is expected to provide from 50 to 300 MIPS per node with
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Figure 1, Hyperswitch Communication Network prototype

comparable floating-point performance. The prototype machine as a whole
will comprise a total of 32-nodes, at least two microprocessors per node.

The system of links, communication, and application processors thus supplies
an homogeneous, MIMD supercomputing resource, while allowing for

expansibility and attachment of special-purpose processors. The partitioning
of the system into communication, application, and special-purpose devices is
reflected in the software: the communication system is completely hidden by
the operating system software which presents a distributed object-oriented
view. Applications run on the application processors and utilize the attached
special-purpose processors in a transparent, fault tolerant fashion. The
class/object view which hides the communication system also hides the
attached devices without limiting their use.

2.2 Software: The class/object paradigm provides for intra-process
(intra-program) communications. Global, named communications links, such

as might be needed for a distributed DBMS, are easily implemented. The
distributed operating system view is shown in Figure 2 as compared to a
current workstation class networking view. We also expect fault-tolerance
facilities to be supplied through the object system. By refining an object's
simple send method to be an atomic multicast, we set the stage for shadowed
processes virtually transparent to the user.

The programming environment will evolve noticeably in ten years. We see
powerful debugging and monitoring tools developed which provide facilities
equal to or better than those provided by the tools currently available for
developing sequential programs on workstations.

3. Architecture: The architecture of the HCN is shown in Figure 3. This

architecture is based on the new Motorola M88K microprocessor, a custom
message processor and the JPL custom hyperswitch communication chips. The
HCN architecture is designed to support applications that require both fault

tolerance and high-performance. This architecture extends the application of
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parallel computers systems to large-scale problems that place heavy demands
on the communication network for high-bandwidth, low latency, and non-
local communication. The overall performance of systems composed of many

tightly coupled processes, such as data searching, sorting, graphics,
information processing, etc. depends largely on both the efficiency of
communication between nodes and the efficiency of fault recovery. All node

functions support this structure.

NETWORKED

DISTRIBUTED

USERS USERS

_ (MULTIPROCESSOR)

APPLICATION COOES
USERS COMP/LERS

HARDWARE

(MULTIPROCESSOR)

Figure 2, HCN parallel processor operating system with
distributed multicomputer operating system support

3.1 Computer Node: The node processor structure shown in Figure 3
consists of two M88K units on one system bus (IMbus). Each unit contains one

M88K microprocessor and four M88K cache and memory management devices.
These devices include high-speed memory caching, two-level demand-paged

memory management, and support for shared-memory multiprocessing. The
M88K is a high-speed reduced instruction set computer (RISC) microprocessor.
One M88K unit can be configured as the master CPU and the other M88K unit as
a checker. This master/checker configuration contains comparator circuits
which examine internal and external state of all active output signals. If a
mismatch occurs on any output, then an error signal is asserted, the node

hardware recognizes the fault and the operating system software reorganizes
to eliminate a faulting node by logically enabling a redundant node. In
addition to using the master/checking mode for fault-tolerant applications,
the two M88K units can be used as independent microprocessors for increased

performance (shared node memory multiprocessing).

Message processing latency is reduced by directly executing messages with the
custom message processor using special microcode and hardwired logic. The

message processor provide support for macro primitive loading and execution,
message error checking, message transmission, message broadcasting,
process-to-process synchronization, and message receive buffering. The
message processor is also configured in a master/checker configuration for
fault recognizing and recovery. Also, processor registers are used to save the
message transfer control contents when other communication interrupts
occur. The custom message processor is designed to field the communication

interrupts and handle all the ordinary communication events.
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Figure 3, HCN node processor structure

In early hypercube systems message routing latency was in the hundreds of
microseconds, but with the development of the hyperswitch communication
chips and the message processor, latency has been reduced to a few
microseconds. With a hypercube interconnection network, any two nodes that

are not directly connected by a link must have their message connected by
intervening nodes. But, within a hyperswitch communication network there

is virtually no performance degradation when message are sent from one end
of the network to the other end. The tested hyperswitch chips use an informed

heuristic search algorithm, which can automatically avoid congested or faulty
links based on its previous congested experience. Therefore, a message does
not wait for a busy link because the hyperswitch network tries to route the
message through noncongested or fault-free links. The I/O links are two

200Mbits/s bit serial channels, one for data input and one for data output. One
of the log n I/O node links can be selected as a fiber optic channels for long-
haul communications. Multiple fault detection and recognition is built into the
hyperswitch communication chips. This allows dynamic recovery software to
reorganize around a faulting channel or node to restore normal operation.

4. Operating System: The HCN-based operating system (OS) will be a

balance among the following competing factors: performance in processing
and communications, user-friendliness, and fault tolerance. We can make best

use of our resources by adopting existing operating system code wherever

possible, and by building a system that supports modern programming
paradigms. Figure 4 shows the user environment and concurrency support
available from the OS. The primary programming paradigm to be supported is
an object-oriented model, in which each object is resident on some node of the

machine or distributed over several nodes for performance. Since no single
programming paradigm is appropriate for all applications, a second view will
be supported: processes and messages. The processes referred to here are
either UNIX-style processes or lightweight tasks. While this view is closer to
the view given by the JPL Mark III[2], a principal difference will be a marked
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reduction in the "hypercube" view. The user will be less aware of the cube-
basedcommunicationsthan was the case with the Mark III.

4.1 Concurrent Object-Oriented Programming: The HCN operating
system supports an object-oriented concurrent programming paradigm.
Concurrent object-oriented programming is a methodology in which the
system to be constructed is modelled as a collection of concurrently executable
program models called objects. This powerful paradigm in which the HCN is to
be written exploits parallelism both in the architecture and application.

4.2 Programming Environment: C++ is chosen as the primary
programming paradigm for the HCN because it can serve two purposes: (1) its
compatibility with C makes it a language close to the machine so that all
important aspects of a machine are handled simply and efficiently in a way
that is reasonably obvious to the programmer. For example, the user creates an
object and specifies where the object is to be placed. All subsequent
manipulations of that object are done in the usual C++ fashion with no
reference to the object's location. (2) the object-oriented features in C++ makes
it a language close to the problem to be solved so that the concepts of a solution
can be expressed directly and concisely. C++ provides constructs to express
class/subclass hierarchies, type abstraction and inheritance. Extensions are
added to C++ to support parallel processing, such as remote object creation and

concurrent message passing using futures.

'"7 APPLICATION FAULT-TOLERANCE I-

MULTIUSER,
MULTITASKING

OS-UNIX

11I
II
II
I!

ii

CONCURRENT
PROGRAMMING
PARALLEL C++

& Express)

nH0II

DISTRIBUTED
OS

II

Hu
LOW LEVEL FAULT-TOLERANCE SUPPORT

M

II
ii

II

II

H
d J •

I I
HIGH PERFORMANCE, FAULT-DETECTING HARDWARE

Figure 4, HCN user environment and concurrency support

4.3 Concurrent Process-Oriented Programming: The process-

oriented programming paradigm is a more traditional way to program an
application on parallel machines --- a set of sequential processes

cooperatively solve a problem by exchanging information via message
passing. It has shown that the process model is a powerful programming
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model for a distributed-memory multiprocessor. Therefore, HCN OS will also
support the process model in addition to the Object-Oriented Model. A Unix-
compatible distributed operating system, such as Mach[3] or Chorus[4] is under

consideration. The advantage for Unix compatibility is that much existing
software can be ported to HCN easily, therefore, the application development
effort will be significantly reduced. Mach is a multiprocessor operating
system kernel developed at Carnegie-Mellon University. In addition to binary

compatibility with Berkeley's UNIX 4.3, it also provides facilities for supporting
shared-memory or distributed-memory multiprocessors, a new robust virtual

memory design and a capability-based interprocess communication facility.
The capability-based design and the virtual memory design in Mach can be
enhanced to support mandatory access control. By supporting both Object-
oriented and Process-oriented programming paradigms with Unix
compatibility, fault tolerance, and multi-level security, the HCN OS is capable
of serving many different types of applications.

4.4 Process Management: Multitasking will be fundamental to the

operation of each node, as well as memory management and memory
protection. This is for several reasons, including performance with an
asynchronous communications system, multi-user time-sharing of the HCN,
and more flexible programming for the user.

The HCN OS process management will be similar to that of Mach. The kernel
will support the concept of threads (lightweight tasks) which allows the

construction of multi-threaded tasks. Such tasks can contain multiple
execution paths, all of which can be active concurrently. Threads of a single
task can execute concurrently, each in a separate physical processing
element. Threads may be created, terminated, suspended and resumed with HCN
OS primitives that are much faster than corresponding fork/exec's of UNIX.

4.5 Memory Management: The HCN OS will provide memory
management, including virtual memory, similar to that of Mach. The kernel

performs memory management at a node where physical memory is treated as
a cache for the contents of virtual memory objects. In Mach each virtual

memory object is managed by a pager. Such pagers could be used to allow
memory sharing across a loosely-coupled or distributed configuration.

4.6 Message System: Two HCN OS message management systems will be

supported. One is similar to that of ES-Kit. ES-Kit[5] which is an operating
system kernel developed at MCC to support distributed, object-oriented
execution in extended C++. The other is Express[6] which is a message
management system that provides a portable platform on which parallel
programs and applications can be built. Therefore, applications built on other

concurrent computers using Express can easily port to the HCN computer. Both
systems will be employed as the bases of the HCN Operating System. Efforts will
be devoted in evaluating the feasibility of adding other parallel constructs,
such as Distributed Objects and Multiple Threads. All communication between

nodes is by messages. Therefore, both systems must provide communication
services without sacrificing performance. Express offers a well understood

programming model and is backwards compatible with existing applications.
Whereas, ES-Kit offers a much more sophisticated development tool and a
strong basis for experimental developments, such as fault-tolerant parallel
extensions.
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4.7 Programming Tools: A C++ source-level debugger aware of tasks and
remote objects, and performance-monitoring tools for visualizing program
behavior will be available. The emphasis will be on graphic tools and a
simulation environment for the debugging of application code. Graphical tools
such as a hierarchical diagram of classes and instances, for example, greatly
increase program reliability and programmer productivity.

4.8 Distributed File System: HCN OS supports transparent remote file
access whether the file resides on a disk attached to a remote HCN node or on a
Workstation connected to the HCN network. The file system and directory

structure is Unix compatible. For example, facilities are provided to
mount/dismount file systems, and for file transfers between different disk
drives.

5. Fault.Tolerance: The HCN is a set of homogeneous processing

elements interconnected by a high bandwidth network. These processing
elements are connected to a heterogeneous set of data sources and sinks,

including: workstations; graphic displays; disks; and special purpose
processors. In order to make the entire HCN a fault-tolerant system, we need to
assure fault-tolerant operation in the following three components:

1. The homogeneous processing element has to be fault-tolerant.

2. The communication network has to be fault-tolerant.

3. The interface to the heterogeneous external sources or sinks must be
fault-tolerant.

The fault tolerance design of HCN should be able to survive one or more

failures falling into any of the above three categories. In the prototype effort,
HCN is used as the homogeneous processor network. In the following

paragraphs, we will discuss the fault-tolerance design in the HCN with respect
to the above.

1. Each HCN node has built-in self-checking hardware consisting of dual
Motorola 88000 CPUs for error detection, and error detection circuitry for

node memory and system buses. An exception is signalled to the operating
system when an inconsistency is detected by the hardware. The OS then
initializes the damage assessment program and error recovery program to
identify the type and location of the fault, and resumes the whole system to a
safe state. In a distributed system, a single node failure cannot be isolated
from the rest of the system. Therefore, a global recovery mechanism has to
be employed to synchronize and reconfigure the system. The common
checkpoint/rollback recovery technique has been identified as inadequate
for a message-passing distributed system due to the so-called "domino
effect". Instead, user processes are duplicated in two different nodes and
processes are synchronized actively by messaging calls. When the primary
process is faulty, the backup process will resume the primary's position
with minimum recovery delay. This fault tolerance capability is

transparent to the user.

2. The Hyperswitch can detect channel errors by two levels of parity check.
The adaptive routing algorithm built into hardware can then bypass faulty
links and route a message through. It can also recover transient errors
occurring in data transmission by automatic retry. Also, self-timing
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hypcrswitch channels can determine the data rate locally, no system-wide
clock is needed. However, the Hyperswitch has limited hardware support for
message broadcasting, not to mention atomic broadcasting. Moreover, it does
not search exhaustively all the possible routes, and thus may not be able to
find a route successfully in the presence of faulty links. The HCN operating
system has to perform the following functions to augment the fault
tolerance abilities of the hardware:

m To be able to send point-to-point messages in spite of faulty links or nodes
in the hyperswitch network.

To be able to tolerate up to (n/2) link faults, where n is the dimension of
the cube. In other words, a point-to-point message can be routed
between any two pairs of nodes if there exists less than or equal to (n/2)
faulty links.

-- Should be able to find a feasible minimal path when the hyperswitch fails
to find an optimal route when faulty links exist.

To be able to broadcast message to the entire cube or to an arbitrary set of
nodes

The broadcast message must either be received by all the non-faulty nodes
in the recipient group or none of them (i.e., atomic broadcasting)

To be able to use a fault-tolerant broadcasting algorithm to bypass faulty
nodes and links in building minimal spanning trees.

When an HCN node is connected to an external device via a channel, say, a
VME interface, either the node, the channel, or the external device may
cause single-point failure to the entire system. Therefore, all the three
components have to be protected from failure with redundancy. In
addition, a fault-tolerant interface between the HCN node and the attached

devices/processes has to be built to perform error recovery for the
external device. For a device without self error-checking capability, triple
module redundancy may be adopted and a voting mechanism has to be
included in the interface software/hardware. For a device with self

checking capability, a duplicate device is necessary for backup purpose.
The physical channels between the node and the external device should

also be duplicated to protect the system from single-point failure on the
node that is attached to the external device.

6. Cost/Performance Tradeoffs: With today's microelectronic
devices the cost of fast devices tends to grow faster than the performance
benefit of the increased device speed. Hence, the cost per unit of computing
power tends to be greater for high-end machines than for low-end machines,
although this trend is technology dependent and could change over time. The
relative performances and cost ranges of four classes of commercial
computers[7,8] are plotted in Figure 5. The estimated performance and cost
ranges of the HCN is also shown. As you can see the low-cost technology of the
HCN is an opportunity to create a cost-effective high-performance system by
combining slow-speed microprocessors. As stated in Section 2., the cost
advantage of using low-cost technology is balanced by the degradation in
efficiency that inevitably occurs as the number of processors increases.

50



Therefore, Communication efficiency and hardware connectivity are the
major concerns in the choice of a cost-effective message-passing computer
architecture.

To address these concerns, system modeling is used to scientifically explore

cost/performance tradeoffs of the HCN-based system[9]. The basic modeling
approach is part of a design methodology that has been called performance
engineering and uses hierarchical modeling with models expressed by
extended directed graphs. High level models are used to evaluate design
tradeoffs which includes applications software and operating systems as well
as communications hardware overheads. The model can be driven either by

synthetic scaled workloads or applications traces.

Some of the design questions being explored with the model include: optimal
mapping of application functions to hypercube nodes with and without system
faults; sensitivity to message/packet length and network topology; operating
systems overhead for various message protocols and data checkpoints; effects
of adaptive routing with high volume traffic and bursty traffic.
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Figure 5, Computer systems cost/performance as a function of trends

7. Conclusion: An important part of this work included establishing a

strategy for how long-lived systems should be designed and constructed. In
particular, one should view the HCN as an ongoing and continuing design --
the HCN is never complete in the sense that newer and better technology

continues to appear, and it must be able to take advantage of that technology.
Furthermore, the users of the HCN systems are also changing and improving
its utilization -- that is, new applications are encountered and new responses

to those applications must be devised and implemented. Therefore, as work
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gets underway on the HCN, it is important to be designing the next step. Of
course, the next step is not a complete replacement, but is an evolution of its
fundamental components. By the time several steps of that evolution have
occurred, the system may be quite different from its original form, but better
and more adapted to the problems that it solves.

Given the rapid pace of technology, a design that reaches ten years into the
future can serve best by being flexible -- able to incorporate modification,
extension, and, basically, to evolve. In such flexibility there is strength.
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One of the more interesting debates of the present day centers on whether human intelligence can be
simulated by computer. Some [1-3] argue that there is something unique, or even mystical, about the
human mind, so that intelligent behavior cannot be simulated by machine [1, 2]. Others [4] disagree on
the premise that brains, on which minds depend, are simply collections of neurons and, since neurons are
physical entities, they can be understood in physical and even mathematical terms, perhaps not soon, but in
the foreseeable future. In an interesting discussion of this debate, Denning [5] points out that regardless of
the questions raised by philosophers, investigators will continue to explore the possibility of producing
thinking machines by building increasingly sophisticated systems.

In my laboratory, we work under the premise that neurons individually are not smart at all. Rather, they
are physical units which are impinged upon continuously by other matter that influences the direction of
voltage shifts across the units' membranes. Some influences are in the direction of depolarization
(excitation) and others are in the direction of hyperpolarization (inhibition). In one type of neuron, the
machinery of the cell responds in analog fashion to these incoming signals as spatio-temporal events that

may or may not result in overcoming a threshold. If threshold is overcome, the cell responds digitally by
initiating patterned, electrical impulses that are conducted along the axon to its terminals, usually some
distance away. There, the impulses result in probabilistic, quantal release of neurotransmitter [6] at one or

more synaptic simmson other neurons. The specific actions of the various spatio-temporal inputs on the
postsynaptic cells again determine their responses. In a different type of neuron, the cell does not discharge
impulses but spreads the response electrotonically along its membrane to synaptic simms. Neurons of this
type function locally in the network and appear to be extremely important in information processing.

It is only in the actions of a great many neurons, billions in the case of the human nervous system, that
intelligent behavior emerges. The enormous number of constituent parts and the complexity of the
connectivities are the bases for doubts that the nervous system can be understood and simulated by

computer. A common argument is that we would gain more insights by approximating biological neural
networks as we think they might exist rather than by attempting to learn from them by rigorous study.

The problem with this approach is that, in the end, it will not bring us to our ultimate goal. Extrapolating
from generalization to generalization removes us that much farther from understanding the bases for
biological system robusmess, memory, learning and intelligent behavior. Such extrapolations may produce
more powerful machines than exist today, as Denning [5] has suggested, but they will fall far short of the
desired end point of a truly thinking machine.

What is required to understand even the simplest neural system is a painstaking analysis, bit by bit, of the
architecture and the physiological functioning of its various parts. The goals should be to gain insight to
those features that are fundamental to all neural networks and then to develop the algorithms that define the

responses. This kind of effort will result in new applications of biological system attributes to artificial
systems and will result in advances in computer design. The research does, however, require the interaction
of neurobiologists, neurophysiologists, physicists, modelers, mathematicians and theoreticians; in short, a
formidable array of specialists. It also requires the development of highly specialized computer
technologies. At the NASA-Ames Biocomputation Center, we have a team assembled to promote the
technology required to understand the neurobiology, both in its own right and as a guide to future computer
advances. We are also working to achieve the physical and mathematical interpretations essential to

develop a silicon chip for potential inclusion in robots.

The biological neural networks we study, the vestibular utricular and saccular maculas of the inner ear, are
among the most simple of the mammalian neural networks to understand and model. At the same time,
they are complex enough to be useful for deriving principles of neural network organization. Because the
basic organization of vestibular maculas does not differ between species, we have used the rat utricular
macula as the model mammalian system.
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Macular endorgans function as linear bioaccelerometers. Not surprising to engineers, maculas consist of a
test mass above a detecting unit. The test mass, suspended in a weak gel-like liquid, consists of tiny
crystallite particles (otoconia) that are unevenly distributed above the detector. The underlying detecting
unit is a neural network structurally organized for weighted, parallel distributed processing of information.
The network consists of two kinds of hair cells (type I and type II), a system of nerve endings with
branches and collaterals, and a number of small-diameter nerve fibers that end on type II hair cells and on
other neural elements within the macula. The network is not identical in detailed organization from site to
site, and there may be a match between otoconial loading and network properties [7]. If so, parallel
processing of acceleratory information begins at the input, otoconial layer even though it is a non-neural
entity.

The hair cells function as detectors. They bear a tuft of thread-like processes, called stereocilia, and a single
kinocilium at their apical surfaces. The stereociliary tufts are always organized in hexagonal arrays, but
the size and height of the individual stereocilia, as well as their number, differ from site to site.
Ordinarily, the stereocilia are in staircased order, with the tallest bordering the kinocilium, which is the
tallest of all. The kinocilium is attached to the otoconial layer by strands of organic substance. Since the

kinocilium has been shown to be capable of motility [8], we believe it agitates the otoconial layer.
Translational linear acceleratory force affects the otoconia differently, according to their individual masses
and the background of activity already going on. The result is that complex waves are constantly being
emitted, with or without the addition of transient accelerations, and the detecting units respond according to
their stereociliary configurations.

Fourier analysis of various tuft organizations shows that the stereociliary tufts are highly directionally
tuned by their hexagonal organization and their specific stereociliary heights [9]. In another astonishing
correlation to human-engineered devices, it seems that nature invented the equivalent of a sensitive phased
array antenna millions of years ago! Analysis of the repeating lattice angles of stereociliary tufts

demonstrate that they range between 115 ° and 125 ° [10, 11]. The optimum repeating lattice angle for

human-engineered antennas is a 120 ° rhombus [12].

These and other findings mean that we are well on our way toward understanding, and expressing in
mathematical and engineering terms, the basis of detection of incoming linear acceleratory signals by this
biological system. Achieving an understanding of the neural network organization is also well underway,
using computer technology and specially developed software [13] to reconstruct actual parts of the network
and to produce symbolic models to mimic their functioning. This research currently is tedious and labor-
intensive, requiring photography of serial sections in a transmission electron microscope, reassembly of the
micrographs into montages of the sections, tracing objects of interest from the montages, digitizing the
tracings into a computer, and reassembling the tracings into shaded solid and transparent images. The
research would be greatly expedited by semiautomation of data collection to eliminate photography
completely. At NASA's Biocomputation Center, we are working to advance this technology. Achieving
the goal of semiautomatic data collection and reassembly will be a breakthrough for neuroscientists trying
to understand the architectures of more advanced biological neural networks and for scientists wishing to
apply insights obtained from biological systems to advance parallel processing computers and robotic
devices.

Using current reconsuaiction techniques, we have been able to demonstrate the smallest functional units of
the network, its receptive fields, which consists of the calyceal ending(s) of a nerve fiber together with all
the hair cells that synapse with it (them). We have also reconstructed small parts of the neural network.
The basic findings are that no two of the receptive fields are identical and that the network varies in
complexity from site to site [14, 15].

Type I cells are enclosed by the calyces and synapse only with them. Type II cells lie outside the calyces
and distribute their output to as many as four neighboring calyces by synapsing either with the calyces or

with calyceal collateral processes. Calyceal collaterals are either presynaptic (feedforward), postsynaptic
(feedback), or reciprocally (bidirectional) synaptic to type II cells. Feedforward collaterals end opposite
subsynaptic cisterns, strongly suggesting that the collaterals have an inhibitory action (they hyperpolarize
the type II hair cell) (discussed in [16]). Experimental evidence [17, 18] indicates that synaptic junctions
with subsynaptic cisterns function in long-lasting hyperpolarization of the postsynaptic cell. The findings
strongly suggest that type II hair cell activity is dampened when calyces and their processes are activated
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(depolarized), possibly providing for a center-on surround-off response that is well known in the retinal
neural network.

In addition to the vestibular nerve fibers just described, there is a system of small, beaded fibers (efferents)
that arises extrinsic to the macula and is presynaptic to all the other neural elements except for type I hair
cells. The nerve fibers wander through the macular neuroepithelium where their beads, more accurately
their "boutons", synapse with type II hair cells, calyces, collaterals, nerve branches and branch junctions.
Morphological and experimental evidence strongly suggests that the endings on type II hair cells, which
have subsynaptic cisterns, provide a background of inhibition (hyperpolarization) of the type II hair cell,
while the remaining endings on other neural elements provide background excitation (see [16] and [17]).
One bouton may synapse with both a type II hair cell and a calyx, so that the specific function of the
synapse appears to be determined by conditions on the postsynaptic side.

In a broader context, because all the synapses likely release transmitter substances quantally and perhaps
with nonuniform release probabilities [6], the dynamics of the functioning network are likely nonlinear.
The salient question is whether we can reduce the complexities of the neural network just briefly described
to meaningful engineering and mathematical expressions that capture, uncompromisingly, the architectural
and functional foundations of the system without simply reproducing it. For if we are to improve artificial
computer technologies and produce thinking machines, we must be able to accomplish this without
replicating the billions of neurons and their connectivities present in a human brain. We must reduce brain
organization to its basic organization and build from there. Perhaps in some ways the artificial brains can
be made to outstrip the biological!

As part of this effort, we have produced a dynamic, symbolic model [18] of the functioning of a small part
of the neural network (Figure 1). This model is based on mathematical interpretations of the neural
geometry revealed by the reconstruction work. In the initial, six-tiered model shown here, three different
geometric arrangements were incorporated in a two-dimensional model. The layers depicted in order are 1)
stimulus, 2) type I hair cells, 3) type II hair cells, 4) calyces, 5) impulse initiation zone, 6) neuronal
discharge. The output, patterned neural discharge is also displayed on the screen. On the computer,
dynamic states are depicted in a range of colors, from blue (maximal inhibition) through green (neutral) to
red (maximal excitation). Comparable states in Figure 1 are shown as shaded symbols (see legend). The
effects of varying individual parameters, such as direction of input, hair cell polarization, length of nerve
branches, and resting discharge rate, can be determined quantitatively and qualitatively by the model.
Feedforward and feedback loops are now being added to study the effect of lateral inhibition on the output of
the various receptive fields. Still another addition is conversion to a three-dimensional model and putting
in place the background activity imposed by the small-diameter efferents.

While much remains to be learned from more advanced versions of the model, we already have found that
inhibition is important in a neural network. When all elements are excitatory, the simulated network
quickly saturates so that all units stay on continuously. Only when inhibition is introduced, in our model
at the level of the type II hair cell, does neural coding appear. It is also apparent from the model that
branching over short distances makes the unit more sensitive to different inputs at its calyceal sites (unit b
in Figure 1), leading to a more irregular discharge pauern. Lengthening the branches tends to make the unit
more regular in its responses.

In complementary models, we have been able to reproduce the receptive fields of vestibular maculas by the
Monte Carlo simulation method [16]. That is, we derived constraints such as the number of type I and type
II hair cells and the number and lengths of the nerve fiber branches in the various kinds of fields.
Probability tables derived from these constraints were used together with a random number generator to
reproduce examples of biological receptive fields by computer. The results of this method strongly
suggest to us that biological neural networks develop by constrained randomness in wiring and are not
entirely genetically determined. In future research, we hope to design artificial neural networks entirely by
constrained randomness to learn whether a degree of randomness in wiring might be beneficial to artificial

systems.

As we continue to develop our simulations, we also are beginning to reduce the macular architecture to
symbolic block diagrams. Figure 2 illustrates one of these diagrams, for a highly branched nerve fiber.
Next, these block diagrams will be reduced to electronic circuit diagrams, using small and medium scale
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integraterd circuit devices (SSI and MSI), for implementation in hardware. Development of a prototype
linear accelerometer chip based on its biological counterpart should be possible in the next few years.

In the meantime, what are the particular attributes of biological neural networks that could help us to
design better parallel processing computers? One major observation is that the nervous system appears to
be organized on the basis of two circuits: highly channeled and distributed modifying [16] (Figure 3). That
is, there are highly directed [19] inputs to an area, carrying highly specific information, but the information
is processed further by local or intrinsic circuits that modify the output to another station. The first to
suggest such a basic organization was Shepard [20], who used the less definitive terms "vertical" and
"horizontal" for the circuits. Because we now find that part of the distributed circuit functions to dampen
type II hair cell activity following calyceal voltage changes, it is possible that lateral inhibition is also a
fundamental feature of distributed modifying circuits (see also [18]).

Our research suggests, however, that a third kind of circuit may exist. This is a system of nerve fibers that
comes into an area or layer from another site and provides a widely distributed, biased background of
activity against which the channeled and distributed modifying circuits operate. In natural systems, it is
possible to raise or lower background activity hormonally, by increased input to it or through local,
reciprocal control as occurs to some extent in the gravity receptor. That is, heightened activity in a neuron
could release neurowansmitter to terminals of reciprocal type, activating them to modulate the responses of
more distant neurons. This kind of circuit might prove essential to learning, cognition and creativity, as it
could help focus attention to certain incoming information, correlate neural activity over variable distances,
and result in disregard of other simultaneous inputs that might otherwise be distracting. In the human
brain, such circuits may provide the emotional context within which higher cognitive functioning takes
place (see also discussion in [3]). While for now the conservative approach is to consider this group of
fibers as part of the distributed modifying circuitry, the background activity these fibers provide may prove
sufficiently significant to demand recognition as a separate, third kind of fundamental circuitry.

Other factors that appear to be important for incorporation into artificial neural networks and computer
technologies are the following: 1) Biological neural networks are not modular. Variation in receptive field
and network organization is apparently important to parallel processing of incoming information, to
segregate discrete parts of the message for different distributions. 2) Biological systems are robust and
tolerant of neuron failure. Robustness is achieved in part through redundancy, but likely also through non-
modularity and constrained randomness in wiring. 3) Individual neurons are tiny bits in the machine of
intelligence. They are not smart enough to be able to tell another neuron that it is responding in error.
Thus, backpropagation as described and utilized in engineered neural networks does not exist in biological
systems. However, feedforward-feedback loops and lateral inhibition may be essential to neural
functioning. 4) Constrained randomness in wiring may be typical of all advanced biological neural
networks. This and other probabilistic features of biological neural information processing systems
suggest that natural neural networks are dynamically nonlinear.

While we still have a long way to go to understand even this most simple mammalian neural network in
sufficient detail for extrapolation to computers and robots, a start has been made. Moreover, the insights
we are obtaining and the technologies we are developing should help advance our understanding of the more
complex neural networks that underlie human intelligence. Progress in this area should, as Denning [5]
suggests, lead to ever more sophisticated machines.
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Figure 2.

Figure 2 is a symbolic block diagram of a macular nerve fiber with two branches. The symbols are: I,
type I hair cell; II, type 11hair cell; idled circles at the ends of curved lines, efferent terminals of extrinsic
origin; open circles at the ends of curved lines, intrinsic efferent endings; BJ, branch junction; D, delay;
EEM, exlrinsic efferent modification of voltage spreading along the nerve fiber; IIZ, impulse initiation
zone; RP, refractory period;/.../more of the same. The black lines represent the nerve fiber and its
branches Oike wires, except for the slow propagation time). The integrator symbol inside calyceal triangles
indicates simple integration of the inputs; an integrator symbol plus F (in B J) indicates integration of a
function of the inputs. The symbol inside the triangle at IIZ represents a threshold comparator. The
undulating line above the nerve fiber between BJ and IIZ indicates that variable continuous voltage, an
analog signal, is carried by the nerve fiber up to this point. The analog signals are converted to pulse
Irains at the IIZ. These are digital signals (pulse trains at far right).
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Channeled Distributed Modifier

Figure 3.

This diagram illustrates lhe concept that certain inputs to a neural network are highly channeled, or directed,
to a second unit while other parts of the network are concerned with distributing modulatory effects to
nearby and more distant units. In this way, the output of the system is modified. I, type I hair cell; II, type
II hair cell; a/e, afferent/efferent, or reciprocal endings; c, calyx; e, efferent-type collaterals; asterisk-like
symbols, ribbon and spherular synaptic junctions; clear bars in type II and type I hair cells, subsynaptic and
subsurface cisterns, respectively. Fine arrows show direction of information flow; heavy arrows indicate
efferent terminals of extrinsic origin.
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ABSTRACT

Through the active transfer of technology, the National Aeronautics and Space Administration (NASA)
Technology Utilization (TU) Program assists private companies, associations, and government agencies to
make effective use of NASA's technological resources to improve U.S. economic competitiveness and to

provide societal benefit. Aerospace technology from areas such as digital image processing, space medicine
and biology, microelectronics, optics and electro-optics, and ultrasonic imaging have found many secondary

applications in medicine. Examples of technology spinoffs are briefly discussed to illustrate the benefits
realized through adaptation of aerospace technology to solve health care problems. Successful
implementation of new technologies increasingly requires the collaboration of industry, universities, and
government and the TU Program serves as the liaison to establish such collaborations with NASA. NASA
technology is an important resource to support the development of new medical products and techniques
that will further advance the quality of health care available in the United States and worldwide.

INTRODUCTION

In the early 1900s, few effective treatments existed for life-threatening diseases because medical care
consisted primarily of palliative treatments to mitigate the effects of diseases. Since then, advances in
biomedical sciences and technology have produced more effective diagnostic methods and treatments that

together have far-reaching effects on medical care and human life expectancy. The pace of technological
change in recent decades has been unprecedented, enabling us to reduce infant mortality, to eradicate
certain diseases, to replace and repair human organs, and to rehabilitate those with disabilities so that they

may live happier and more productive fives.

Through the active transfer of technology, NASA has played an important role in many technological
developments that have advanced the quality of medical care in the U.S. and throughout the world. Meeting
the aeronautical and space goals of the past three decades has necessitated advancements across a broad
spectrum that embraces virtually every scientific and technological discipline. This technology represents an
important national resource available for use by public and private sector organizations to develop new or
improved products and processes.

To promote the secondary application of aerospace technology in medicine, NASA works with medical
device companies, medical universities, major hospitals, and research centers, as well as Federal agencies
such as the National Institutes of Health and the Veterans Administration. These collaborations are

supported by the NASA (TU) Program whose mandate is to promote the widest practical and appropriate
dissemination of the results of NASA's R&D activities. The TU program encourages and facilitates the
access and utilization of NASA-developed technology by public and private researchers, developers, and
entrepreneurs. The engineers on the NASA Technology Application Team at Research Triangle Institute
(RTI) provide an active interface among NASA, research institutions, and private businesses to assist in
identifying and developing technology transfer opportunities. Technology Utilization Officers (TUOs) are
located at each of NASA's Field Centers and serve as the gateway for external inquiries to access the

technological resources of, their respective Centers. The following examples of technology spinoffs illustrate
just a few of the benefits realized through secondary applications of aerospace technology.
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Lixiscope

When scientists discovered that some galaxies and stars emit X-rays, they set about developing imaging

techniques to enhance the relatively low levels of radiation coming from these far-off sources. Because the

new detector developed was able to image low-intensity X-rays, this detector can be used with a much

smaller X-ray source for less risky medical imaging procedures. This technology has taken the form of a

low-intensity X-ray imaging scope (Lixiscope). Originally developed by Goddard Space Flight Center, the

Lixiscope is being produced by Lixi, Inc. of Downers Grove, Illinois. The Lixiscope is a self-contained,

battery-powered fluoroscope that produces an instant X-ray image through use of a small amount of

radioactive isotope. This unit is designed to utiliTe less than 1 percent of the radiation required by

conventional X-ray devices. Because this system is completely portable, it provides a way to immediately

scan athletes for possible bone injuries at the site of the sporting event, or for other such emergency medical

uses. Other applications for this system include dentistry and orthopedic surgery. The Lixiscope is finding
growing acceptance as an industrial tool in the U.S. and abroad for rapid nondestructive testing for the

development of X-ray film. It is also used in security applications, such as examining parcels in mail rooms
and building entries.

Cardiac Defibrillation

Approximately 50,000 people die each year in the U.S. due to ventricular fibrillation, where the electrical
conduction system of the heart becomes "short circuited. _ The muscles of the heart contract in a

disorganized fashion, and the heart does not pump blood efficiently. When it can be applied in time,

electric shock defibrillation is generally successful in restoring normal electrical activity to the heart.

Unfortunately, most of those who die each year from a fibrillation episode are away from a hospital, where
they could receive proper treatment.

As the population of astronauts became more diverse, the possibility of a cardiac episode needed to be

considered. NASA's Johnson Space Center, in conjunction with International Biomedical of Houston, Texas,

developed an advanced defibrillator monitoring system. This system combines the defibrillator paddles with

a microprocessor-based monitoring system to display both treatment and patient information. The system is

lightweight, portable, and easy to operate. Such equipment is being considered as part of a life support
module for future shuttle flights.

In a related project, NASA's Goddard Space Flight Center, Johns Hopkins University, and Intec

Systems, Inc., collaborated on the development of an implantable device capable of sensing ventricular

fibrillation and delivering a brief defibrillating electrical pulse. The implant incorporates advanced

microelectronics and sensors to provide programmability to adapt to individual patient requirements.

Subsequently, the ability to detect and correct ventricular tachycardia, another form of arrhythmia, was

added to the device. The resulting product, called the Automatic Implantable Cardioverter-Defibrillator
(AICD) has been commercialiTed by Cardiac Pacemakers, Inc. Through telemetry, the device can be

interrogated to determine if a defibrillating pulse has been provided, and if so, to look at the

electrocardiogram just prior to and following the episode. Hundreds of life saving situations have been

documented with use of this system.

Programmable, Implantable Medication System

Over one million Americans suffer from diabetes, a disease that destroys the body's ability to control its
blood sugar and produces such serious complications as heart disease, kidney malfimetion, and blindness.

Yet most diabetics are able to live long, productive lives by closely monitoring blood sugar levels, continually

injecting insulin, and carefully controlling diet and activity levels. Now, a new technology has emerged that

may ultimately free diabetics and victims of other long-term diseases from their restrictive lifestyles.

Engineers have developed a programmable, implantable medication system (PIMS) that will automatically

deliver prescribed doses of medication to key areas in the body, eliminating the need for burdensome

self-medication programs. In addition, research has shown that infusion of _short-acting" insulin in small
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amountsover a long period - instead of multiple daily injections of "long-acting" insulin - has helped many
diabetics achieve better control of blood sugar levels, thereby minimizing the possibility of complications.

The device is the size of hockey puck, is encased in a titanium shell, and holds about two-and-a-half

teaspoons of concentrated insulin administered at a preprogrammed rate. If a change in measured blood
sugar level dictates a different dose, the patient can vary the amount of insulin delivered by holding a small

radio transceiver over the implanted system and dialing in a specific program held in the PIMS computer

memory. A miniature two-way communications system, based on the space technology of telemetry, sends

out signals from the implant with operating information such as insulin usage and pump performance. When

an insulin refill is needed, four to six times a year, it is accomplished without surgery by a special

hypodermic needle.

Johns Hopkins University's Applied Physics Laboratory (APL) headed the initial development of PIMS

as a TU project sponsored by NASA's Goddard Space Flight Center. PIMS is an outstanding example of

how space technology offers special utility in medical systems. PIMS employs several technologies derived
from R&D work on NASA space systems, including a tiny, microminiaturized fluid control system initially

used in life search experiments aboard two NASA Viking spacecraft that landed on Mars. MiniMed

Technologies of Sylmar, California, licensee of the technology, has been ref'ming the design of PIMS since

the initial development at APL. The PIMS unit has performed well in clinical trials and is entering a second

phase of trials for various applications. The technologies in PIMS have also been incorporated in portable

external pumps marketed by MiniMed and by the Biomedical Group of Parker Hannifan Corporation, of

Irvine, California. These pocket-sized micropumps allow ambulatory infusion of chemotherapeutic,

antibiotic, and antipain medications.

On the Horizon

Two human imperatives, exploration and improving the condition of mankind, have found common

ground in the space program. Technologies developed to meet the awesome challenges of space exploration

in the past three decades have paid extra dividends in improving the quality of life on Earth. Medical
innovations derived from space technology that may be seen in the next decade include: a technique for

noninvasive measurement of intracranial pressure, a critical parameter in the treatment of head injury; a

device for management of dangerous wandering behavior in Alzheimer's patients; improved heart valves

made possible by computational fluid dynamics; an analytical technology developed for aerospace

applications; and an adjustable shunt for improved control of cerebrospinal fluid pressure in children with

hydrocephalus.
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Abstract

A visual display system has been developed for people with substantial hearing loss in either one or both ears. The

system consists of three discreet units: an eyeglass assembly for the visual display of the origin or direction of

sounds; a stationary general purpose noise alarm; and a noise seeker wand.

Introduction

Individuals who suffer a severe hearing loss in one ear have great difficulty discerning the direction from which
sounds originate. Situations exist where individuals must be made immediately aware of the origin of the sound,

especially sound intended as a warning. Typical examples include: street traffic, loading dock horns, sirens and a

variety of other less common audibles but still of significant warning authority. Other situations exist where

hearing impaired individuals need to be cognizant of an audible signal. A stationary alarm was developed to assist

individuals in situations such as a knocking on a door, a baby crying in another room or even a faucet left running.

In conjunction with the stationary alarm a noise seeker was also developed to assist individuals in locating the origin

of the sound if not readily apparant. The Solid State Device Development Branch (Code 724) supported by the

GSFC Office of Commercial Programs embarked on a program to develop systems which would address these needs.

The University of Maryland's Electrical Engineering Department provided design and fabrication expertise and after

successful breadoard tests Design Three Incorporated developed a commercial prototype under NASA contract.

Method

Eyeglass Assembly

The most complicated of the three units is the eyeglass assembly. Aside from performing the necessary decision

making and display functions the electronics had to fit compactly into an eyeglass frame. The components in the

eyeglass include a custom developed CMOS integrated circuit, two miniature batteries, two miniature sensing

microphones, capacitors, resistors, potentiometers and light emitting diodes (LEDs).

The electrical organization of the system is shown in Fig. 1. An audio signal is detected by each of the two

microphones positioned in the eyeglass stems. Keeping in mind that the direction from which the sound originated

is the desired parameter the signal generated by the microphone more closely facing the audio source will be the

stronger of the two. Both microphone signals are amplified and then rectified. This rectified d.c. signal is then

processed through an 3-bit analog to digital (A/D) converter. The two digital signals are encoded to binary numbers

identifying the signal in one of the three volume level categories. The signals are compared and only the stronger

signal is permitted to travel forward. There are seven LEDs, three on the top of each eyeglass lens and one at the

bottom of one of the lenses. A red, green or yellow LED on the lens will illuminate based on the loudness of the

sound received on that side of the individual. Based on the binary encoding, logic circuitry will determine which of

the three LED's should be illuminated, red (loud), green (medium) or yellow (soft). In the instance where the sound

originated directly in front of or behind the individual an equal LED (clear) is illuminated indicating a strong enough

sound but either directly in front of or directly behind the individual.
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Inartierto compact all the electronics into a minimal area a custom integrated circuit was designed and manufactured.

All the electronics including the A/D, encoder, comparator, logic and LED drivers were condensed to an area 0.18

inches by 0.26 inches. The chip is powered by two lithium batteries (._ 3v). Fig. 2 is a photograph of the

integrated circuit. A schematic layout of the eyeglass assembly is shown in Fig. 3.

The stationary alarm is a free standing portable unit with a high intensity xenon flash tube as the light indicator'. It

can be placed near a door, for example, to visually alert an individual that there is a knock or door bell ring
occurring. An external control provides signal adjustment to control the xenon light threshold flash level and the

unit as currently designed operates from a 110 volt supply. The stationary alarm unit is shown in Fig. 4.

Noise Seeker Unit

The third component of this ensemble is the noise seeker unit. This unit has LED bar graph displays as the
indicator and is powered by rechargeable batteries. This unit is intended to be used in conjunction with the stationary

alarm to assist in locating the origin of a noise signal that triggered the alarm. The noise seeker plugs into the

stationary alarm where it is recharged when the stationary alarm unit is powered by 110 AC. This feature also keeps
the noise seeker unit in close proximity to the alarm. The seeker uses highly uni-directional microphones. When

the unit is aimed directly at the noise source the bar graph LED's will illuminate. As the wand is rotated away from

the noise source fewer and fewer LED's will illuminate thus giving the bearer a good indication in which direction to

proceed. A diagram of the noise seeker unit is shown in Fig. 5.

Conclusion

In an effort to transfer some of the microelectronics and miniaturization techniques used at the NASA/Goddard Space

Flight Center to the public sector a system has been conceived, designed, developed and now commercially

prototyped to assist hearing impaired individuals. The work, sponsored by Mr. Don Friedman of the Office of
Commercial Program, was a collaborative effort involving numerous graduate students at the University of

Maryland, other government agencies, private institutions and industry. It is hoped that NASA and the

governments role will have been successfully completed and that these units will ultimately find their in way to
those individuals who need them.
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ABSTRACT

The NASA technology employed during the Stanford/MSFC/LLNL Rocket X-Ray Spectroheli-

ograph flight established that doubly reflecting, normal incidence multilayer optics can be designed,
fabricated and used for high resolution x-ray imaging of the Sun. Technology developed as part of

the MSFC X-Ray Microscope program, demonstrated that high quality, high resolution multilayer

x-ray imaging microscopes are feasible. Using technology developed at Stanford University and at

the DOE/Lawrence Livermore National Laboratory (LLNL), Troy W. Barbee, Jr. has fabricated
multilayer coatings with near theoretical reflectivities and perfect bandpass matching for a new
rocket-borne solar observatory, the Multi-Spectral Solar Telescope Array (MSSTA). Advanced Flow

Polishing has provided multilayer mirror substrates with sub-angstrom (rms) smoothness for our

astronomical x-ray telescopes and x-ray microscopes. The combination of these important techno-

logical advancements has paved the way for the development of a Water Window Imaging X-Ray

Microscope for cancer research.
This instrument is a doubly reflecting multilayer coated x-ray microscope configured to operate

within the "water window," a narrow regime of the x-ray spectrum between the K absorption edges

of oxygen (23.3 h) and of carbon (43.62)_). In this wavelength regime, water is relatively highly
transmissive and carbon is highly absorptive, permitting the microscope to delineate carbon based

structures within living cells. The development of this high spatial resolution and high contrast

capacity to image living cells, in aqueous physiological environments, will afford advantages not
available in any conventional microscopes. The Water Window Imaging X-Ray Microscope offers

non-invasive strategies for examining living tumor cells without the need of dyes, stains or exogeneous

chemicals which produce limiting artifacts. Our theoretical analysis has shown that multilayer x-ray

microscopes of the Schwarzschild configuration should achieve spatial resolution in the 100 _ range

or better. Such performance could permit direct imagery of cytoskeletal components, membranes,

secretory vesicles, endoplasmic reticulum, chromatin, nucleoli and nucleosomes. It should improve

diagnosis and greatly benefit experimental studies of tumor cell biology. Advanced versions using

aspheric optics and multiple elements may achieve spatial resolution sufficient to resolve DNA and
RNA molecules within living tumor cells (the double helix of the DNA molecule is typically only 20

wide, but very long). In this paper, we will describe the design of the Water Window Imaging X-

Ray Microscope and discuss technological aspects of mirror fabrication, optical assembly, alignment

and testing of the instrument. We predict the optical performance and consider applicability of this

microscope to studies of cell biology in general and tumors in particular.
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INTRODUCTION

OnOct.23,1987 the Stanford/MSFC/LLNL Rocket X-Ray Spectroheliograph 1 was successfully

launched on a Nike-boosted Black Brant sounding rocket from the White Sands Missile Range, New

Mexico. This flight produced the first high resolution, narrow wavelength band x-ray/EUV images

of the Sun (Fig. 1) obtained with normal incidence multilayer x-ray optics. We had previously
produced high resolution x-ray images at 44 ._ with doubly reflecting mnltilayer telescopes at the

MSFC X-Ray Calibration Facility. _ These laboratory and solar images constitute dramatic proof that

normal incidence multilayer coatings on curved surfaces can produce superb x-ray/EUV images.
Photons of wavelengths of 1-100 angstroms (_) are considered to be x-rays, and 100 - 1000 ._

comprise the Extreme Ultraviolet (EUV) regime. The high density solar images we recorded on high

resolution, but relatively insensitive, photographic emulsions demonstrated that multilayer coatings

can yield excellent x-ray/EUV reflectivities and that the bandpasses of peak reflectivity of the two
mirrors of a doubly reflecting multilayer imaging system can be precisely matched.

ORIGINAL PAGE
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Fig. 1. High resolution 173 ._ image of the Sun produced with a doubly reflecting Cassegraln
multilayer x-ray telescope operating at normal incidence.

Normal incidence multilayer x-ray optics are the result of the pioneering work of one of the

authors, Troy W. Barbee, Jr. at Stanford University a and Eberhard Spiller 4 of the IBM Watson

Research Center. Their revolutionary breakthroughs in materials science technology, which per-

mitted the fabrication of stable multilayer x-ray optical coatings, were independently achieved only

a little over a decade ago. More recently, while at the Lawrence Livermore National Laboratory
(LLNL), Barbee has fabricated multilayer coatings, of unprecedented quality, with near theoretical

reflectivities at x-ray/EUV wavelengths. Precise bandpass matching was achieved for the primary

and secondary optical elements of telescopes which will be flown by NASA. This payload, known
as the Multi-Spectral Solar Telescope Array (MSSTA), 5 is larger than its predecessor and will be

launched on a Terrier-boosted Black Brant sounding rocket early in 1991. The 127 mm aperture

MSSTA telescopes, each with four times the collecting area of the Cassegrain telescope previously

flown, employ Ritchey-Chrdtien optical systems (Fig. 2). In these telescopes, the primary and sec-

ondary mirrors are hyperboloidal. These are "aplanatic" telescopes, which means that the optical
aberration known as coma is zero (to third order at least) and spherical aberration is absent. This

design permits the telescopes to produce high spatial resolution images over a wide field of view.

Theoretical calculations and laboratory studies of these instruments indicate that these telescopes
should produce full-disk solar x-ray/EUV images with spatial resolution as high as 0.1 arc second, s
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Fig. 2. Completed MSSTA Ritchey-Chrdtien multilayer telescopes, using fabrication technol-

ogy similar to that planned for the Water Window Imaging X-Ray Microscope.

During the development of the MSSTA telescopes, it was also established that the application of
the Advanced Flow Polishing technology (pioneered by one of the authors, Phillip C. Baker of Baker

Consulting) can yield mirror substrates with sub-angstrom level rms surface smoothness. T Based

upon these results, a program was initiated at MSFC under the auspices of the Center Director's

Discretionary Fund (CDDF) to develop normal incidence magnifying Schwarzschild x-ray microscope

optics for coupling X-Ray telescopes to detectors for resolution enhancement. The microscope optics

were produced on Zerodur blanks to smoothness of 2-3 _ rms. However, during this program, it
was also shown that contoured surfaces with unprecedented rms smoothness in the range of 0.5-0.6

could be 15roduced on Hemlite grade Sapphire blanks by Advanced Flow Polishing.

These profoundly important technological advancements in the ability to fabricate high reflec-

tivity, matched bandpass, normal incidence optics operating at 44 A and the ability to produce the
ultra-smooth substrates required by these coatings led us to conclude that a Water Window Imaging

X-Ray Microscope is feasible. This instrument affords great promise as a fundamental tool for basic

cell biology and cancer research.

MULTILAYER X-RAY OPTICS

Multilayer x-ray mirrors are essentially synthetic Bragg crystals that can be contoured to a

figured surface. (For a detailed description of Multilayer X-Ray Mirrors see BarbeeS). They are
fabricated by the accurate deposition on an ultra-smooth substrate of a coating consisting of a stack

of many alternating layers of high atomic number (high-Z) diffractor material separated by layers
of a low-Z spacer material. The layers must be very uniform and of precisely repeatable thicknesses

dl and d2, respectively. Since this multilayer coating constitutes a synthetic Bragg crystal, x-ray
reflection occurs by the process of Bragg diffraction. When slight refraction effects are ignored,

the wavelength at which the peak of the reflectivity occurs is given by the Bragg relation: n(_)

= 2D Sin(0), where D = dl + d2 and 0 is the angle at which the radiation strikes the mirror,
as measured from the mirror surface. For mirrors operating at normal incidence (0 = 90°), the

equation becomes: )_ = 2D, where _ is the wavelength of peak reflectivity of the first order Bragg

diffracted light. Since D is the sum of the two layer thicknesses, a multilayer coating, designed
to reflect 44 _ x-rays, could be produced as a stack of alternating 11 ]k thick layers of a high-Z

material (such as tungsten carbide) separated by 11 _ thick layers of a low-Z spacer material (such

as carbon). Considering the dimensions involved, it is clear that these layers are only a few atoms
thick. Furthermore, the diffracting layers must be coplanar and uniform. Since the layers follow
the contour of the substrate upon which they are deposited, there are very stringent requirements

on the smoothness and uniformity of multilayer optics substrates. This is especially important for

layers with thicknesses in the 6 - 11/_ regime, which are necessary for systems designed to operate
at normal incidence in the water window. For the multilayer coating to be an effective reflector,

there must be many layers in the stack and all must be of the same thickness to a very high degree
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of accuracy.Indeed,by choices of theD spacingandthematerialscomprisingthemultilayer
coating,it ispossibleto tailorthecoatingtoreflectverynarrowbandpassesat selected wavelengths
of x-ray/EUV radiation.

Although only a small fraction of the incident radiation is reflected at each low-Z/high-Z in-
terface, by use of a stack of tens to hundreds of alternating layers in the coating, high reflectivities

at normal incidence can be achieved by constructive interference if the layer pairs are deposited

with sufficient uniformity. Recently, tests were performed st the Stanford Synchrotron Radiation

Laboratory (SSRL) and the National Institute of Standards and Technology (NIST) SURF II Syn-

chrotron on the MSSTA telescopes. These studies revealed that reflectivities approaching 45% at
normal incidence were produced by the mirrors operating at 173 _ and 193 _. For our solar rocket

program, optics were fabricated with coatings on both convex and concave superpolished substrates

whose reflectivities were peaked for x-ray and EUV radiation in the range 44 _ < A < 335 _.

Since multilayer x-ray mirrors reflect x-rays by the phenomenon of Bragg diffraction, only a
very narrow bandpass is efficiently reflected wherein the Bragg condition is satisfied. In the water

window, multilayer mirrors can achieve spectral resolution ()t/A_) exceeding 50. This characteristic

is of the utmost importance for the development of a Water Window Imaging X-Ray Microscope.
X-rays of longer or shorter wavelength would seriously degrade the contrast of carbon structures

within the cell, which is a major reason why grazing incidence x-ray optics are not well suited az

optics for the fabrication of a Water Window X-Ray Microscope. Grazing incidence optics reflect
x-rays over a much broader bandpass than the water window. They are also fat more sensitive to
contaminants and x-ray scattering and suffer more severely from optical aberrations than normal

incidence multilayer optics. Because multilayer optics reflect in only a very narrow bandpus of the

incident radiaton, precise matching of the wavelength at which peak reflectivity occurs from the
primary and secondary mirrors is required. If these bandpasses are not accurately matched the net
throughput of the instrument will be drastically reduced.

X-RAY IMAGING IN THE WATER WINDOW

The biological significance of the x-ray water window is due to the fact that water is prevalant

in all living cells. The oxygen of the water plays the dominant role for the absorption of soft x-rays.

However, the structures that are of the greatest scientific interest (such as organelles, cytoskeletal
components, membranes, secretory vesicles, endoplasmic reticulum, chromatin, nucleoli and nude-

osomes) are in general comprised of complex molecules (DNA, RNA, proteins, etc.) incorporating
large amounts of carbon. The nature of the interaction of x-rays with matter makes it possible to

observe these carbon structures with minimal interference from the surrounding water. A sharp

discontinuity or "edge" in the absorption spectrum of a material occurs when the energy of the pho-

ton is sufficient to ionize electrons from one of the shells or sub-shells of the atoms comprising the

material. These edges are designated by the shell or subshell from which the electrons are ejected,

i.e. K for the innermost shell, LI, LH, and LH_ for the sublevels of the next shell, etc. The strongest

absorption edges are the K edges. For wavelengths immediately below the K edge, the absorptivity

increases dramatically. Since the x-rays whose wavelength are longward of the K absorption edge do
not have sufficient energy to eject a K-shell electron, they are not strongly absorbed by the material,
which appears relatively transparent at these wavelengths.

For the purposes of x-ray microscopy, it is significant that the K absorption edge for the element

oxygen lies at 23.3 ._ and for carbon the K edge is at 43.62 A. This results in a narrow handpus

in the soft x-ray spectrum between 23.3 _ (oxygen K absorption edge) and 43.62 ]_ (carbon K ab-

sorption edge) called the "water window." In this wavelength regime, water is relatively transparent

and carbon is highly absorptive. The opacity of protein and water at these wavelengths has been
calculated by London et all0 and are shown in Fig. 3. These results show the dramatic difference in

the absorptivity of protein and water within the water window. The Water Window Imaging X-BAy
Microscope will make it possible to investigate carbon structures (a_d possibly even the motions of
those structures) within the aqueous environment of living cells.

We have, therefore, initiated a program to fabricate an imaging x-ray microscope, utilizing ultra.

smooth, Advanced Flow Polished and figured sapphire mirror substrates coated with multilayers,

76



wmm' _lm

_ p_mna_a

ORIGINAL PAGE IS

OF pOOR(3jALrrY

TABLE I. Schwerzschild mirror parameters.

M(_) II_ (r,,:) Ih (('m) s (¢m) d (¢m) 7,(on) f (cm)
10 . , • • 1 .... i . • . . i ....

(

$

4

3

0 * | * i

0

E

.J

'2 IO,_ O0 IOOO 18 25 9RO0 -_1.42 5.51

3 5827 If) O0 19 05 45 27 -34.12 6.04

4 4558 tO00 1801 35.56 -13_ 641

5 40 O0 10 O0 IA O0 3000 00 6.8?

I0 :ll 79 IO00 1802 21.79 48.16 7.29

15 ?q O9 I 0 I_ I 0 04 ! 9 59 91 04 7.$4

•20 ?_ 75 I0 O0 IR 05 IO 75 131 49 7.67

30 '2.7 g4 IO(X) IA 06 17 54 21327 7.80

40 '27 $0 101_) 100T 3740 _OT 7.8?

50 '27 1,% tO O0 lOOT l? 15 376.42 7,93

20 30 44) 50 60

_. (A)

Fig. 3. E-Folding penetration of x-rays in the water window. Re-drawn from London et al. 1°

with 2D spacing such that 23.3_ < 2D < 43.62]k, as is appropriate to reflect x-rays of a narrow

bandpass within the water window. At these wavelengths, ultra-high resolution photographic films

(i.e. XUV 100 and XUV 649) and photo-resists can be used as the x-ray detector. Since the 649
emulsion affords spatial resolution of 2000 lines/ram when processed for optimum resolution, and a

very great dynamic range, it will serve as a primary detector for the instrument. This microscope
should be capable of producing high resolution, high contrast images of chromosomes, proteins and
other carbon structures within living or freshly killed cells. The Water Window Imaging X-Ray

Microscope should permit smaller structures to be resolved than is currently possible with visible

light or fluorescence microscopy. By obtaining sequential images using high repetition rate laser

plasma x-ray sources, it may be possible to investigate motions of genetic material, proteins and
other structures within living cells.

OPTICAL CONFIGURATION OF THE MULTILAYER X-RAY MICROSCOPE

The exciting results which we obtained with normal incidence multilayer x-ray telescopes encour-

aged us to continue our efforts to develop an aplanatic imaging x-ray microscope utilizing multilayer

optics in the Schwarzschild configuration. Normal incidence multilayer x-ray optics for use in scan-

ning x-ray microscopes were studied by Spiller 11 using elliptical mirrors. Trail and Byer 1_ fabricated
a scanning microscope and Lovas et al. 13 employed a Schwarzschild system for laser fusion research.

Our prior studies of Schwarzschild multilayer microscopes were constrained to the development of

systems for which high smoothness spherical laser mirrors were available as "off-the-shelf" compo-

nents. Suitable spherical substrates had been purchased from General Optics of Moorepark, CA,
and were used for the telescopes flown on Oct. 23, 1987. However, during the development of the

MSSTA, Baker Consulting produced hyperboloidal optical substrates of ultra-high smoothness (1-3

A rms). His fabrication methods can also yield spherical or aspheric substrates which are ideal
for x-ray microscopes. High resolution aplanatic imaging x-ray microscopes configured from low

x-ray scatter normal incidence multilayer optics should find important applications in many areas,
including laser fusion research, x-ray lithography, materials science, astronomy, genetic engineering,

virology and bacteriology, as well as fundamental cell biology and cancer research.

We have designed and analyzed several Schwazzschild x-ray microscope configurations. Diffrac-

tion analysis indicates better than 200 _, spatial resolution in the object plane for up to a 1 mm field

of view can be achieved with 125/I_ radiation. Since the diffraction limit scales with the wavelength,

when the microscope is used with 37/_ radiation (within the water window) spatial resolution well

below 100/_ may be realized. We are currently fabricating 20X and 30X normal i,cidence multilayer

x-ray microscopes of 1.35 meter overall length. An aplanatic x-ray microscope usi,g two spherical
mirrors can be constructed by imposing the Schwarzschild condition on the selection of the mirror

radii. The Schwarzschild condition can best be understood by referring to Fig. 4.
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Themirrorsurfaces$1 and 52 are concentric spherical surfaces of radii Rz and R2 , respec-

tively. A complete discussion of the ray trace analysis of a Schwarsschild microscope configured for

normal incidence multilayer applications was presented by Hoover et al.t4 and Shealy et al.zs. The
Schwarzschild condition for an ap]anatic, two mirror imaging system can be expressed:

= 1.5- i .125- Toj ' (1)

where the "+" sign is used in Eq. 1 for magnifications greater than 5, and the "-" sign is used for

magnifications less than 5. Hoover et al. t4 have summarized the Schwarzschild design equations

and presented the dependence of the rms blur circle radius as a function of the object height, image
plane location, mirror tilts, and decentration for a 10x microscope with a total length of 1.41 m. As

the magnification increases so does the overall length of the microscope. The pararneters for systems
varying in magnifications from 2X to 50X have been computed and are given in Table 1. The mirror

substrates which we have fabricated were selected for 20X and 30X Schwarzschild systems.

0b" -'_

c _-R_.._ 1:1s_o._,y " -,

I

Fig. 4. Schwarzschild configuration for an aplanatic normal incidence x-ray microscope.

We have calculated the spatial resolution, transmission losses due to vignetting, and off-axis

performance for these microscopes. These calculations imply that in order to take advantage of this
high spatial resolution, photographic emulsions capable of achieving 0.78 micron spatial resolution

will be required. This implies the need for films capable of resolving better than 1300 lines per mm

over a 20 mm diameter regime. We have established that the Kodak 649 emulsion has the required
spatial resolution and is sensitive over the soft x-ray/EUV portions of the spectrum, zs.

Even higher resolution may be achieved by the use of aspheric optics. We have carried out s

theoretical design and analysis of aspheric x-ray microscope configurations, which yield far better

resolution over a wider field of view than is possible with the Schwarzschild configuration 17. Results

of the analysis of the the aspherical 20X microscope also reveal that superior off-axis performance
due to reductions in coma can be achieved.

FABRICATION OF THE X-RAY MICROSCOPE

The 20X and 30X Schwarzschild x-ray microscopes are now being fabricated utilizing much
of the technology implemented in the MSSTA program. Baker Consulting has fabricated mirror

substrates from both Zerodur and Hemlite grade Sapphire. It is very important that the mirror

substrate material have the ability to be polished to an ultra-smooth finish, but also have low thermal

expansion coefficient. Although sapphire has somewhat higher thermal expansion properties than
Zerodur, it can be polished to phenomenal smoothness. In addition the sub-surface condition of the

mirror substrate must be considered as a possible factor in the performance due to possible stress
relaxation during coating or from externally applied force either thermal or mechanical. It has
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been demonstrated, during the fabrication of sapphire surfaces, that the use of the Advanced Flow

Polishing technique has produced a zero sub-surface damage condition as measured with Rutherford

backscatter techniques by General Ionex Corp.

The primary mirrors were fabricated as concave spheres of 8 cm outside diameter. They have a
radius of curvature of 23 cm and a central hole diameter of 2.2 cm. The convex spherical secondaries

are of 2 cm diameter with an 8 cm radius of curvature. The Sapphire optical surfaces were polished

to 0.5-0.6 _k rms surface smoothness and surface figure accuracy better than A/10 when tested

with visible light. The mirror substrate smoothness was measures using a Zygo profilometer and

the completed optical systems were tested by interferometric techniques at visible wavelengths to

insure that the precise optical figure of the elements w_ obtained. Final performance testing of

the completed x-ray microscope assembly will be carried out by producing images of microscopic
structures with the instrument at x-ray wavelengths. These tests require the use of ultra-high

resolution photographic emulsions and high intensity x-ray sources. Initial studies will be carried

out using the laser fusion plasma produced by the OMEGA Facility of the University of Rochester,
and with x-ray/EUV emission generated by the NIST SURF II or the Stanford SSRL synchrotron

facilities. All microscope structures have been designed and are currently being fabricated. The

mount structures are of stainless steel, with a conical configuration so as to be compatible with the
beam constraints of the OMEGA Facility. The x-ray microscope currently being fabricated is shown

in Fig. 5.
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Fig. 5. Structural configuration of the Water Window Imaging X-Ray Microscope.

The microscope tube structures are being fabricated by filament winding methods using AS4-

12K graphite fiber with an HBRF55A epoxy resin matrix. Longitudinal fibers are applied to increase
stiffness and to produce microscope tube structures with near zero coefficient of thermal expansion.

This is the same technique used to fabricate the tube structures for the 127 mm diameter telescopes
for MSSTA. Thin film filters of 1500 _ aluminum on a nickel support mesh have been fabricated

by the Luxel Corp. of Friday Harbor, Washington. These will be used as both specimen supports

and visible light rejection filters. The microscope camera adapters accommodate either the 35 mm
Canon T-70's, which were flown on the Rocket X-Ray Spectroheliograph, or the 70 mm Pentax
645 MSSTA cameras. Primary data recording will be on photographic film, utilizing experimental

XUV-100, 101-07, and XUV 649 emulsions.

MEASURED PERFORMANCE OF X-RAY MICROSCOPE OPTICS

We have fabricated the optical components for 20X and 30X Schwarzschild x-ray microscopes

using Zerodur and sapphire. The mirrors were flow polished, as noted above, and a surface smooth-
ness of 1 _ rms was achieved on Zerodur and 0.5-0.6 It on sapphire. The surface figure achieved on

the mirrors was far better than the )_/10 specification. In fact, the completed optical systems were

tested interferometrically and found to have superb performance characteristics, with rms wavefront
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errors less than A/100. Figure 6a. shows the measured geometric radial energy distribution of the
a 20X Zerodur Schwarzschild mirror system. It can be seen that 90% of the energy is contained

within 0.12 Airy disk radii. The superb point spread function of this system, as determined by
interferometric analysis of the optics, is shown in Figure 6b.
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Fig. 6. Multi-pass interferometer measurements of (a.) the geometric radial energy distri-

bution and (b.) the Point Spread Function for the 20X Schwarzschild microscope.

The first Schwarzschild microscope prototype x-ray optics are being coated with multilayers for

operation at 130-135 _. Normal incidence reflectivities better than 55% have been experimentally
achieved from multilayers on concave surfaces in this wavelength range. Based upon the theoretical

analysis and measurements of the optical characteristics of the completed mirrors which we have

performed, we anticipate a spatial resolution of 300-400 _ in the object plane should be obtain-

able with a Schwarzschild microscope operating at an initial test wavelength of 130-135 _. In the

water window with mirrors of the same design coated to reflect radiation of 36-40/I_ wavelength,

significantly better spatial resolution should be realized. After final assembly and optical alignment

of the multilayer microscope at MSFC, x-ray tests and utilization of the instrument for imaging
applications will begin at SSRL, SURF II and the OMEGA Facility. The imaging and assessment

phase at synchrotrons and the laser fusion facility could be accomplished within a year.

The requirements for the performance of the optical systems have become more exacting, driven

by the high quality of the multilayer coatings and the demands of the imaging requirements at the

shorter wavelengths. This has led to our use of special optical testing techniques for the measurement

of the surfaces and the contours of the microscope and telescope optics. The standard interferometric

analysis at the longer wavelengths (i.e., 6328 _ Helium-Neon line) has limitations especially when

the wavelenth of use is considerably shorter, such as is the case of the water-window microscope

systems. The use of higher sensitivity interferometric testing techniques, or the construction of

an x-ray interferometer utilizing multilayer optics is becoming more essential due to the direct

effect that system wavefront errors have on imaging quality. Existing techniques, such as multi-

pass interferometry and holographic interferometry, have been used to increase the sensitivity of
wavefront error detection.

These techniques must be improved as the wavelength shortens, especially in the area of aspheric

system testing. The current designs that have been used involve spheres, but we are being considering
systems employing aspheric mirrors with both moderate and severe aspheric departures, with unusual

contours that are not easily tested. Multi-pass interferometry was used with great success on the
MSSTA Ritchey- Chr@tian telescope systems in assuring the accuracy of the systems prior to and

supportive of other performance tests. It is also of extreme importance to employ these tests during
the manufacturing of both the individual components as well as the final system. The use of multi-

pass interferometry was made easier due to the highly reflective surface of the multi-layers even at the
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longertestwavelength.Thishasmadeanalysismoreexactandtheassessmentoftheperformance
at the shorter wavelengths has become more reliable.

APPLICATIONS TO CANCER RESEARCH

Our current knowledge of tumor cell biology, detection and diagnosis has been made possible

by steady improvements in microscopic methods for examining cells and tissues. Knowledge of cell

ultrastructure made possible by high resolution transmission electron microscopy has revolutionized

our concept of the organization of eukaryotic cells and the identification of organelles in the nucleus

and cytoplasm. Recently, improvements in visible light instrumentation has led to the develop-
ment of enhanced methods for the study of tumor cell growth and malignancy, and pre-malignant

changes. For example, fluorescence microscopy, phase microscopy, differential interference contrast
and polarizing microscopy have provided new approaches for research into pre-malignant changes

and improvements in diagnosis. Morever, the availability of low light level video cameras and com-

puter enhancements of digitized images has led to improved resolution of the structures in motile

cells. All current optical techniques are limited due to relatively low resolution and contrast of

biological materials and the need, in most cases, for harsh fixatives, dyes and chemical additives.
The Water Window Imaging X-Ray Microscope has several potential features which could rev-

olutionize tumor cell biology and cancer diagnosis. Its unique potential for detecting structures with

spatial resolution in the object plane of 100 _ or better, along with its capacity to image living cells

in aqueous, physiological environments is an advantage which is not available in any conventional

microscopes. Although initial trials would be limited to cell monolayers in tissue culture, imaging
could be extended to living tumor cells as well as analysis of frozen sections. In conjunction with

tumor and cellular biology specialists, cell samples will be mounted and images obtained at x-ray

wavelengths in the water window portion of the spectrum using high intensity synchrotron radiation
sources. Computer analysis of the images will be carried out. These detailed laboratory/clinical

tests and evaluation studies will provide the necessary data to establish the applicability of the

Water Window Imaging X-Ray Microscope to cancer research.

POTENTIAL FOR COMMERCIALIZATION

The successful completion of this project will result in the production of an entirely new imaging

x-ray instrument which should permit the study of living tumor cells with unprecedented spatial
resolution. It will allow the structures within the cells to be studied without the introduction of

fluorescent dyes or chemical additives, which may alter the cellular processes under study. If the full

optical potential of the microscope is realized, the Wafer Window Imaging X-Ray Microscope could

become a standard diagnostic instrument in hospitals and medical centers throughout the world. It
is envisioned that commercial instruments could be integrated with compact, internally contained,

high intensity laser plasma x-ray sources. Its potential as an essential microscope for fundamental cell
research would insure its commercial application in research centers and universities. Additionally

the successful completion of this project will provide the impetus for the development of other

complex advanced multilayer x-ray optical systems, of great importance to s broad range of other

areas of science and technology.

This work is supported by MSFC Center Director's Discretionary Fund and NASA Grant NSG-

5131, and the U.S. Dept. of Energy through Lawrence Livermore National Laboratory under contract

No. W-7405-Eng-48.
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INTRODUCTION

One of the major concerns for extended space flight is weakness of the long bones of the legs, composed

primarily of cortical bone, that functions to provide mechanical support. The strength of cortical bone is due
to its complex structure, described simplistically as cylinders of parallel osteons composed of layers of

mineralized collagen. The reduced mechanical stresses during space flight or immobilization of bone on Earth

reduces the mineral content, and changes the components of its matrix and structure so that its strength is

reduced (1). Currently, the established clinical measures of bone strength are indirect. They are based on

determinations of mineral density by means of radiography, photon absorptiometry, and quantitative computer

tomography. While the mineral content of bone is essential to its strength, there is growing awareness of the

limitations of the measurement as the sole predictor of fracture risk in metabolic bone diseases, especially

osteoporosis (2).

Other experimental methods in clinical trials that more directly evaluate the physical properties of bone,

and do not require exposure to radiation, include ultrasound, acoustic emission, and low-frequency mechanical
vibration. The last method can be considered a direct measure of the functional capacity of a long bone since

it quantifies the mechanical response to a stimulus delivered directly to the bone. A low frequency vibration

induces a response (impedance) curve with a minimum at the resonant frequency, that a few investigators use

for evaluation of the bone (3). An alternative approach, the method under consideration here, is to use the

response curve as the basis for determination of the bone bending stiffness EI and mass, fundamental

mechanical properties of bone (4).

DEVELOPMENT OF THE METHOD

Work was initiated by Young and Thompson at Ames Research Center to evaluate the effect of

experimental disuse osteoporosis in a non-human primate model for weightlessness (5). The device they

developed was an electromagnetic shaker that is placed on the middle of the bone to be tested. They selected
the ulna in the arm and the tibia in the leg since both bones have central areas fairly close to the skin surface

without a mass of muscle tissue between bone and the probe. A firm clamp held the limb to be tested in a

sedated animal, as illustrated in Figure 1. The impedance head is attached to the shaker and the probe placed

on the skin is attached to the impedance head so that the stimulus and measurement of the force and

acceleration occur at one point.

STUDIES IN THE NON-HUMAN PRIMATE

The force of the vibration causes a deflection from which the average cross-sectional bending stiffness, El,

can be calculated. E is the intrinsic material property and I is the cross-sectional moment of inertia. From

this and the length of the bone, the limiting buckling force, Pcr can be computed (Pcr = El ('rr/L)2). Bending

stiffness in Kilo newtons per meter, measured in vivo by this impedance probe technique in the ulna and tibia
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of the immobilized and recovering monkey are illustrated in Figure 2a. The pattern of decrease in bending
stiffness in the left (closed circles) and right (open circles) tibias of 2 adult male monkeys in the absence of
weight bearing was consistent, however, the ulna (triangles) in the upper extremity was not. The deficit in
strength or bending stiffness present after 6 months required a longer period of time for restoration, i.e., 8
months.

Comparison of the loss of strength in the tibias during disuse seemed to parallel the decreases in bone
mineral content, measured by single photon deusitometry (Norland) and illustrated in Figure 2b. However,
during the 12 month recovery period, there is a clear lag in restoration of mineralization. Although stiffness in
the tibias of the animal in the lower panel returned to pre-disuse levels, mineral content remained low for 12
months. This preliminary data emphasizes the importance of direct measures of strength as well as mineral
content.

ADVANCES IN THE ANALYSIS SYSTEM

These animal studies coincided with advances in the analysis system to enable a more rapid and efficient
measurement. A microprocessor system for analyzing the impedance curves, the "Steele Oxbridge Bone
Stiffness Analyzer" was developed to compute the data in seconds instead of hours. The system used a dual
channel dynamic signal analyzer (HP3562A) and computer (HP9826A) with dual 3-1/2 inch disk drives and
equipment from Bruell and Kjaer for the impedance head (BK4810 - permanent magnet vibration exciter,
BKS001 - impedance head, and BK2635 - charge amplifiers). Instead of the standard impedance curve, Steele
and his colleagues found it better to work with the ratio of force to displacement obtained from impedance by
multiplying by frequency, in the range 0-1600Hz. The result is then expressed in Newtons per meter stiffness
or force/displacement.

The resolution of responses from bone was complicated by the need to subtract the resonance from skin

and to recognize the damping effect of muscle and resonances from the ends of the bone when they are not
firmly positioned. These hurdles were overcome sufficiently to determine the stiffness of the human ulna and
verify the theoretical concepts.

BENDING STIFFNESS IN THE HUMAN ULNA

Sufficient data from 4 testing sites have generated results for the ulna that establish the interassay variation
between 4% and 5%, an acceptable range for testing on the same day. Both the ability of the test subject to
relax and the experience of the operator in positioning the arm influence this considerably. With either a
hand held probe or a fixed probe, the variation in the measurement over a month's time averages about 8
percent. It is still uncertain as to whether this variability in subject repeatability is due to actual physiologic
changes in the bone or to differences in positioning. Work to automate positioning to reduce this interassay
variation from month to month is in progress.

Improved repeatability of the test will be easential for the evaluation of the changes in bone strength that
occur in subjects during a ground-based model for weightlessness. Preliminary data in 11 right-handed
volunteers for a bed rest study at Ames Research Center indicated biologically valid changes in the stiffness of
the ulna. There were decreases in the stiffness of the right ulna in 9 of 11, and increases in stiffness in the left
ulna in 8 of 11. These changes were entirely consistent with our current concepts of redistribution of bone

mineral in this disuse model and losses in areas of the skeleton where normal function has been disrupted.

The most compelling data for justifying continued efforts to pursue the development of the MRTA has
come from the extensive testing of a research instrument in healthy adults and patients at Stanford University
and the Pale Alto Veterans Administration Hospital. The relationship of stiffness of the ulna to the bone

density of the radius, the adjacent and parallel arm bone, show good correlations (approximately 0.8) that
confirm our knowledge of the relationship of strength of bone to the mineral content, we assume to be similar
in the radius and ulna. The most important observation for future application of the test has come from a
comparison of the axial load capability of the ulna, Per, determined from the lateral stiffness measurement,
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and the bone mineral content of physically active and inactive subjects, as shown in Figure 3. The load

capability is higher in the active than inactive subjects for the same value of bone mineral. This data

emphasizes the importance of the quality of bone for its functional capability, as well as its mineral content.

CLINICAL INSTRUMENTATION

The most recent advances in the development of the MRTA have been in the design and construction of a

clinically useful instrument carried out by Gaitscan, Inc. Automatic centering of the probe on the long bone

to be tested and an adjustable limb support that can be easily raised, lowered or moved horizontally to

accommodate the variety in body types, has greatly reduced the time of the test and increased subject

acceptance. The design of the limb support has enabled us to acquire data in the tibia, the bone in the leg

that is most vulnerable to space flight. The more irregular shape of the tibia than the ulna or other factors
make it a more difficult bone to measure with reliability. Nevertheless, our preliminary data shows a good

correlation of stiffness with bone mineral content and stiffness values in the range theoretically estimated for a

beam of larger dimensions and mass than the ulna. Refinements of instrument design and of the data analysis
to reduce the variation in the test results, higher in the tibia than in the ulna, are in progress. With this newly

constructed instrument it is possible to test large numbers of people.

APPLICATIONS OF BONE STIFFNESS TESTING

The application of a non-invasive direct measurement of the strength of long bones is most obviously to
the identification of individuals with deficits due to a variety of causes, and to the monitoring of treatment

programs aimed at correcting the deficits. While there has been considerable interest in the diagnosis and

prediction of fracture in patients with senile or post-menopausal osteoporosis, one of the major national health

problems, there is now no firm data that indicates the value of this measure of bone strength to be superior to

the newer radiographic methods for diagnosis. Bone diseases in which trabecular bone is the primary target

would require extensive clinical testing in patients with evidence of cortical bone involvement to evaluate the

utility of the MRTA. The more immediate applications of the MRTA in medicine are in the follow-up of

osteoporotic patients or others receiving various treatments directed at improving deficits in mineral and/or

strength as well as patient activity. The effects of fitness programs carried out for any purpose at any age and

patient population can be easily monitored with the MRTA.

Aside from the importance of a direct measure of a physical property of bone to the astronaut, the safety

and simplicity of the bone strength test lends itself to screening studies aimed at identifying substandard

individuals, with respect to bone quality. Surveys of military recruits, high school and college age students

would be particularly informative for those interested in the musculoskeletal fitness status of the nation.
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FIGURE1. FromSteele,C. IL,Prec.WorkshoponAdvancesIn NASA-RelevantMinimallylnvaslve
Instrumentation,1984. JPL 1)-1942.

A beam, supported on the ends, when loaded by the force F
will deflect the distance 8. Tne lateral stiffness is k = f/8.

A beam with compression force P. "l'neIimitiq force is the

buckling load Per, which can be computed from the lateral stlflhess.

m

Noninvasive measurement of ulnar stiffness in monkey.
(from referenee 6)
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ABSTRACT

NASA technology originally developed for the optimization of composite structures (engine

blades) is adapted and applied to the optimization of orthopedic knee implants. A method is
developed enabling the tailoring of the implant for optimal interaction with the environment of
the tibia. The shape of the implant components are optimized, such that the stresses in the bone
are favorably controlled to minimize bone degradation and prevent failures. A pilot tailoring
system is developed and the feasibility of the concept is evaluated. The optimization system is
expected to provide the means for improving knee prosthesis and individual implant tailoring for
each patient.

INTRODUCTION

The history of design of orthopedic implants represents an extended iterative process of design

improvements. Particularly for total hip replacement (THR) and total knee replacement (TKR)
implants (Fig. 1), designs have improved to the point where probabilities for good long-term
survival rates and functional restoration are quite high. Nonetheless, higher long term success
rates and longer potential useful lives are clearly desirable goals.

The problem of optimizing joiht prosthesis design is most commonly defined in terms of
Structural mechanics. Although unacceptable clinical results can occur without structural failure,
the predominant modes of implant failure may be described in terms of structural mechanics.
Huiskes [1] has noted five possible design optimization objectives, all of which relate to possible
structural failures in either the interface between component and adjacent bone, the adjacent bone

itself, or the implant component.

Given that the prosthetic joint will satisfactorily reproduce gross joint dynamics, the goal of
design optimization becomes one of optimizing the shape and the material characteristics of the
implant components to control stresses or other related quantities in the structure. The
satisfactory definition of the optimization criteria can be a formidable task. However, once this is
accomplished, the remainder of the design optimization process then becomes the laborious

process of searching for the best corresponding choices for implant geometry and materials. The
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use of numerical nonlinear programming techniques for this purpose has proven to be an

extremely useful tool to the designer. Coupled with advanced structural analysis techniques,

especially the finite element method (FEM), they have been used extensively with considerable

success in structural design [2].

Among the many contributions in the field, we selectively mention some of the work

performed at NASA-Lewis on the multi-objective and multi-disciplinary optimization of layered

composite structures [3, 4], as it is related to the research described herein. Applications of

analogous optimal design methodologies in biomechanical design have been relatively few and

limited in scope [1, 5-7]. In the present paper, we report on some recent work which has been
conducted by applying the previously mentioned composite mechanics and structural optimization

techniques to the design of the tibial component of TKR. The long-term goals are to develop

some broadly applicable methodologies for optimizing the design of orthopedic implants. The first

efforts have been concentrated on examining the capabilities and limitations of these methods in

application to shape optimization procedures in optimizing total knee prosthetic component

shapes.

The methodology and the computer code are adapted from those used for the multi-

disciplinary structural tailoring of composite structures [3, 4]. While there are many obvious
differences in the applications, the combination of essential features, namely the composite
mechanics, the FEM models, the stress analysis, and the structural optimization techniques
remains the same.

As a starting place, a pilot tailoring system is developed for the optimal design of the tibial

component of the TKR. Specifically, we have considered the metal backed component with a

central post or stem, and have examined the shape tailoring of the post and the thickness sizing of
the metal backing or tray. In our approach, we assume, as have others [I, 5-7], that the basic

criterion for design optimization is the stress state in the bone/implant composite structure. For

the tibial component, the most likely mode of failure is aseptic loosening, which involves the

resorption of the bone adjacent to the implant. This is presumably due in many cases to the

stress-induced adaptation. Thus, the optimal design goal becomes the minimization of undesirable

bone atrophy of the adjacent bone. In this paper, we report the basic features of the methodology

and its evaluation of the shape tailoring of a tibial prosthesis using this approach.

STRUCTURAL ANALYSIS

The present section outlines the NASA technology which was used to model the quasi-static

response of the upper tibia. The technology has been successfully applied in the analysis of

composite laminates and structures [3, 8], but has seen limited application in the case of bone

structures despite the profound similarities, namely, the capability to represent nonuniform
material regions and out-of-plane bending/torsional deformations. Instead, most of the efforts

have been focused either on two-plane finite element analysis based on thickness corrections to

represent the nonhomogeneity of the implanted tibia or on more elaborate three-dimensional

analyses of the continuum solid. The proposed laminate theory may be viewed as a compromise
between these two extremes.

The analysis involves three stages. In the first stage (upward synthesis), the stiffness

characteristics of the discrete bone layers are synthesized. Integration through the thickness

(sagittal plane) provides the equivalent extensional and flexural stiffness properties, relating the

average (generalized) laminate stresses to the average (generalized) laminate strains. In the

second stage, the global static response is obtained with finite element analysis. The third and

final stage involves the back-calculation of stress and strain at each layer from the global structural

response.
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OPTIMAL IMPLANT DESIGN

The objective of the proposed design procedure is to control the stress field in the cancellous
and cortical bone of the implanted tibia by changing the shape and the dimensions of critical
implant components. The original (unimplanted) tibia has a unique bone macro- and micro-
morphology to efficiently carry the applied loads at the joint. It is generally accepted [9-13] that
this particular bone morphology has been developed in response to an average stress/strain
stimulus induced by the applied joint loads. The bone adapts its morphology reacting to this stress
stimulus. The presence of the prosthesis alters both the mechanical characteristics and the load
path in the implanted tibia, hence, it significantly perturbs the stress field creating the potential for
changes in the bone, which may cause bone atrophy in the vicinity of the bone-implant boundaries.
The latter phenomenon is undesirable in knee prosthesis since it is primarily responsible for the

typical failure mode in this joint, that is, the loosening and subsequent failure of the tibial

component.

Based on experimental results and clinical observations, phenomenological models have been
developed to the point where one can attempt numerical predictions of bone remodeling histories
[9, 10]. However, considerable work remains to validate the various models, and the appropriate
parameters to be incorporated into these models are still to be determined experimentally. Hence,
optimizing prosthesis design using time dependent remodeling is relatively impractical at the
present time. The alternative approach, using a stress- or strain-related criterion, has a direct
relationship to the anticipated remodeling behavior since they are typically the basis for the
remodeling models [11-13]. The use of a stress-based criterion, although it does not follow the
history of the remodeling process nor does it reflect the time dependent adaptation, is nevertheless
sufficient for a first approach to the design of an optimal prosthetic implant.

It appears that the most important requirements are minimal interracial movement and
minimal bone stresses/strains near the bone/implant interfaces [12, 14]. The global stress field in

the implanted tibia should be also maintained within normal physiological levels. In this way,
global alterations in the bone tissue will be retained in minimal levels.

Other secondary modes of implant failures may be either bone fracture or mechanical failure
of the implant components as a result of high stress concentrations in extreme loading conditions.
Although preliminary FE analyses indicate that the stress level in the bone and the implant are
too low for this mode of failure, suitable preventive mechanisms have been incorporated into the

proposed methodology.

In view of the previous observations, candidate quantitative design criteria leading to favorable
stress fields within the implanted tibia are: (1) minimization of the stress concentrations at the
vicinity of the bone/implant interface, and (2) maintenance of the stress in the bone within the

physiological levels of the original tibia. Some additional criteria involve the prevention of
mechanical failures, bounds on the admissible shape for the tibial post, and minimal removal of

bone tissue.

This constrained optimization problem was solved numerically with the modified feasible
directions non-linear programing method [15]. The feasible directions method is a direct search

algorithm performing direct search in the feasible design domain. The search direction is
estimated from the gradients of the objective function and the active constraints. A line search
along this search direction based on polynomial interpolation is then performed to complete each

design move.
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APPLICATIONANDRESULTS

Thepresentsectionincludesevaluations demonstrating the applicability of the tailoring system
on the shape optimization of a single-post tibial component (Fig. 1) subject to symmetric and
unsymmetric loading in the frontal plane. The section also describes the geometry and material
properties and the validation of the FEA model.

Geometry and Material Properties

Typical dimensions and bone morphology representing the upper tibia of an average adult
male were assumed in this study. For simplicity, symmetry was assumed in both frontal and

saglttal planes, as well as, elliptical cross-sections. Nevertheless, the developed pilot tailoring
system entails the capacity to handle more complicated bone geometries and morphologies. The
variation in bone material properties was approximated by discrete laminated material regions and
properties as shown in Fig. 2. As seen in Fig. 2, the discretized bone morphology consists of
conical bone surrounding different densities of cancellous bone.

The tiblal component of the prosthetic knee implant, which was used both as a reference and
an initial design, is a simple but valid representation of ones found to be in common use today and
therefore it is a suitable start for the optimization process. The reference design incorporates a 15
mm thick ultra-high molecular-weight polyethylene (UHMWPE) plateau supported by a 3 mm
thick titanium backing tray. A 15 by 15 mm square by 30 mm long titanium stem or post pro-
trudes from the bottom center of the tray. The polyethylene plateau and the titanium backing tray
are both 70 mm wide and 45 nun deep and they match exactly the geometry of the corresponding
tibial cross-section.

l.amling Conditions

Two different loading conditions were considered in this paper (Fig. 3):

(1) Symmetric, in-plane, venicai forces parabolically distributed over each condylar surface
area totaling 2000 N. The load magnitude of 2000 N represents a resultant joint reaction force

equivalent to three times the body weight, which is typical during normal, level walking [16, 17].

(2) Unsymmetric, in-plane, vertical forces totalling 1333 N and 667 N (2:1 ratio) respectively,
parabolically distributed over their corresponding condylar surface. Unsymmetric loads are
considered to be a more realistic representation of the actual loading conditions within the knee
joint.

Validation of the FEA Model

The validity and limitations of the finite element model incorporated in the tailoring system
were illustrated by comparisons with more detailed three-dimensional continuum finite element

models of the same implanted tibia. The comparisons made are for the reference prosthesis design
and involved the same symmetric and unsymmetric in-plane loading conditions as described earlier.
There is good agreement between the two models, which is evident when comparing the stresses in
each model for the conical bone and cancellous bone regions as well as the tray and post
configuration. While the stresses at every element are not exactly identical, the trends of the
stresses in each model are comparable. That is, the general behavior of the stress contours in the
three-dimensional model are adequately reproduced in the two-dimensional case for both
symmetric and unsymmetric loading conditions.
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Results

Corresponding to the requirement for maintenance of the bone/implant interface, we have
chosen the objective function to be minimization of the maximum stress at the bone/implant
interface regions.

The design variable sets for the optimization cases presented here involved combinations of
post and tray geometry parameters including: the post length (-15% to +20%), width tapering
along the length of the post (-25% to +25%), and tray thickness (-3% to + 10%). The values in
parenthesis indicate the lower and upper bounds imposed as a percent of the respective reference

implant design value.

In.Plane Loadinp_. Symmetric. Shape optimization of the post only resulted in a 28% reduction in
the maximum stress which occurs at the outermost elements in the tray/bone interface. For this

design case, the post width has been tapered and its length increased.

Combined optimization of the post and tray resulted in a 30% reduction in the maximum
stress and results in nearly the same stress distribution as in Case 1. The tray was thickened
considerably illustrating that thicker trays provide improved immobilization at the tray/bone
interface. The current trend of using metallic backing trays as opposed to the less successful all-

plastic tibial implant configuration reinforces the obtained results. The combined optimization did
not produce significant additional reductions in the maximum stress.

Thus, the results for optimization in a symmetric loading scenario indicate the need for a
design that includes a thicker holding tray with a wider but tapered post of slightly longer length

as compared to the initial design case. Such a design transfers the maximum stress from the outer
portions of the tray/bone interface region to regions below the bottom of the post within the
cortical shell (Fig. 4).

In-Plane Loadinp_. Unsvmmetrle, Optimization of the post resulted in a 12% decrease in the

maximum stress within the bone/implant interface, and the maximum stress has now been
transferred to elements in the bone which are below the lower end of the post. The post has been

slightly shortened and widened as well as tapered.

Optimization of the post and the tray resulted in a 18% reduction in the maximum stress
within the bone/implant interface. In this case, the post has been shortened and tapered while the

tray has been made thicker.

Thus, the prosthesis optimization under unsymmetric loading indicates the need for a design
that includes a thicker holding tray with a wider but tapered post of slightly shorter length as

compared to the initial design case. Such a design results in the higher stresses appearing in
regions that are below the bottom of the post (Fig. 5).

SUMMARY

A method is developed for the optimization of orthopedic knee implants by adapting NASA
technology originally developed for the analysis and optimization of composite structures. The

present paper is focused on the optimal design of the U'bial implant components. The shape of the
implant is tailored for improved bone growth near the boundaries of the implant. A research pilot

code was developed to demonstrate the feasibility of the concept.
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Evaluations of the pilot tailoring system were performed on the shape optimization of tibial

implants subject to symmetric and unsymmetric distributed loads applied on the epiphyseal plate.
The results illustrated that optimization of the implant shape can indeed reduce the maximum

stress in the bone at the vicinity of the implant, therefore, shape optimization techniques can be
successfully applied in designing durable and customized knee implants. The applications also
demonstrated the dependence of the resultant optimal designs to the loads, suggesting the need for
optimization under multiple loading conditions. The material properties of the implant were also
proved important. Optimization of the material properties will be best accomplished with tailored
composite implants, and work in this subject is currently in progress.
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Fig. I Typical components of knee implants (from left to right): (a) Femoral component;

(b) Patellar component; (c) Tibial component.
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MATERIAL PROPERTIES FOR CORRESPONDING MATERIAL REGIONS

MATERIAL DESCRIPTION YOUNG'S, MODULUS, PO'ISON'S

MPa Mpsi RATIO

I POLYETHYLENE 500 0.08 O.qO

2 TITANIUM 113 764 16.50 0.30

3 CANCELLOUS HD 400 0.06 0.20

q CANCELLOUS LD 200 0.03 0.20

5 CORTICAL SHELL 15 169 2.20 0.32

Fig. 2 Morphology and material regions for typical adult male tibia with prosthesis.

(a) ( )

F_.3 Loading scenarios: (a) In-plane, symmetfic;(b) In-plane, unsymmetfi_
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Fill. 4 Equivalent stress distributions in the cortical bone for symmetric loads: (a) Reference

design; Co) Optimized post only;, (c) Optimized tray and post.
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Summary_

A new holographic image storage device which uses four-wave mixing in two photorefractive crystals is

described. Photorefractive crystals promise information storage densities on the order of 109 to 1012 bits

per cubic centimeter at real-time rates. Several studies in recent years have investigated the use of
photorefractive crystals for storing holographic image information. However, all of the previous studies
have focused on techniques for storing information in a single crystal. The disadvantage of using a single

crystal is that the read process is destructive. Researchers have developed techniques for fbdng the
information in a crystal so that it may be read many times. However, when fixed, the information cannot be

readily erased and overwritten with new information. If two photorefractive crystals are used, holographic
image information may be stored dynamically. That is, the stored image information may be read out more
than once and, it may be easily erased and overwritten with new image information.

lnmalar,a_

In the mid 1960's, researchers discovered what has come to be known as the photorefractive effect.

Certain types of crystals, when placed in the optical cavities of lasers, were found to suffer "optical damage"
after a brief period of time (ref. 1). Later, it was determined that the crystals were in fact not damaged, but
rather had the remarkable property that when exposed to light would undergo a change in refractive index.
In the late 1960's, researchers realized that this property could be exploited and these crystals could be used

to record holographic information (ref. 2). When exposed to multiple coherent interfering beams of light,
these crystals will record (on a microscopic level) the interference patterns generated by the beams. These
interference patterns (recorded as a change in the index of refraction) are phase holograms or holographic

gratings.
The mechanism by which holograms are recorded in photorefractive crystals can be understood with a

simple example. In figure 1 is a drawing showing two coherent plane wave beams of light with wave
vectors _:1 and K2 intersecting at some angle 20 in a photorefractive crystal. The alternating dark and light

bands within the region of intersection represent the light distribution resulting from interference of the two

beams. The spacing of the bands is described by the spatial frequency fi,, where

k = 2 I_11 sin 0

For very small angles of 0, the spacing of the bands of light will be very fine. On a microscopic level, the
individual atoms of the crystal are exposed to alternating bands of light and dark. In the illumninated

regions, light is absorbed, causing excitation of trapped charges within the crystalline structure. The excited
charges migrate and become relrapped in regions of low light intensity (the dark bands). This results in
charge separation within the crystal. This charge separation sets up a strong static electric field which in
turn causes a change in the refractive index of the crystal due to the linear electro-optic effect (ref. 3). As
shown in figure 2, the induced change in refractive index mimics the interference pattern except it is shifted
in space Jr/2 out of phase with respect to the incident light intensity pattern. The microscopic spatial
variation in the refractive index of the crystal produced by the interference of two coherent beams of light is

a type of hologram known as a phase hologram.
Holograms of objects differ from photographs in that they are not a record of the light intensity

distribution reflected from an object, but rather a record of the amplitude and phase distribution of light
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reflectedfromanobject.Whenhologramsareilluminated,theamplitudeand phase of the wavefront of the
light reflected from (or transmitted through) the original object are reconstructed. To an observer, this
wavefront is indistinguishable from the wavefront reflected off the object itself and the observer therefore
"sees" the original object in three dimensions. It is by illuminating the hologram that the information

stored in the hologram is read out. Unlike a holographic grating recorded in film or other fixed media, when
a holographic grating in a photorefractive crystal is illuminated, the charges in the crystal redistribute and
the grating is erased. For this reason, the read process, if separated from the write process, is destructive.

The optical storage device described herein uses a four-wave mixing geometry to store holograms in
two photorefractive crystals. In four-wave mixing, the read and write processes are combined. Three

coherent beams of light are incident on a photorefractive crystal as shown schematically in figure 3. One
beam, denoted as the object beam carries the information to be stored in the form of a complex phase and
amplitude distribution. This beam is interferred with a plane wave reference, denoted as the write beam in

figure 3, thereby generating a complicated interference pattern which is recorded in the crystal as described

previously. A third beam, denoted as the read beam, is a plane wave reference beam counterpropagating
with respect to the write beam. When the holographic grating is illuminated by the read beam, a portion of
the read beam is diffracted by the grating and reconstructs the phase conjugate of the object beam. The
phase conjugate is counterpropagating with respect to the object beam. It is a time-reversed replica of the
object beam.

In the optical storage device, holographic information is recorded in two photorefractive crystals. An
object wave bearing the information to be stored is intefferred with a plane wave reference or write beam,
and the resulting interference pattern is stored in the f'ust of two photorefractive crystals. A second plane
wave reference or read beam is diffracted by this grating and reconstructs the phase conjugate of the original
object wave. This phase conjugate is interfered with a third plane wave reference and the resulting
interference pattern is stored in the second crystal. A fourth reference wave reconstructs the phase conjugate
of the phase conjugate, which is just a reconstructed version of the original object wave. The reconstructed

object wave is directed back to the first crystal to rerecord the original grating. The advantage in using two
crystals over one is now obvious. The holographic information can be read out without being lost. Each
crystal refreshs the information written in the other crystal. A diagram of the two-cystal memory is shown
in figure 4. To read out the information, a beamsplitter is inserted in the cavity formed by the two crystals,
as depicted in the figure.

The above discussion is a simple description of how the two-crystal optical storage device works.
However, to fully appreciate how the device works, and some of the potential difficulties encountered in

developing an implementable design, a more detailed discussion of the theory and some preliminary
experimental results will be presented.

Theory_ of _Operation

Because the photorefractive crystal generates a phase conjugate of the original object beam, it is referred
to as a phase conjugate mirror or PCM. The reflectivity of the phase conjugate mirror is defined as the

ratio of the intensity of the phase conjugate wave to the intensity of the incident object wave. Using a
four-wave mixing geometry, it is possible with proper beam geometries to have reflectivities greater than
1.0 (ref. 4). As a result, it is possible to build optical resonators using phase conjugate mirrors in place of
conventional mirrors. The optical storage device is a type of phase conjugate resonator. The image
information, in the form of a complex wavefront, oscillates between two photorefractive crystals or phase
conjugate mirrors. In the literature, the term double phase conjugate resonator is used to describe this type
of oscillator.

Modelling the behavior of phase conjugate resonators has been the subject of intense research over the

last ten years (refs. 5-7). Phase conjugate resonators differ from conventional resonators in some important

ways. Two which are relevant to the optical storage device are; 1) the frequency of the light will shift or
detune in a two-crystal oscillator to compensate for phase mismatches at the boundaries, and; 2) the

structure of the light beam in the transverse direction, or the direction normal to propagation, is not subject
to the same constraints as in the case of an optical resonator formed by two mirrors. First, the effect of

frequency detuning on the design of the optical storage device will be addressed. According to theory and
experiments, the frequency detuning is a function of the cavity length and can be changed by adjusting the
length of the cavity (ref. 7). No frequency shift takes place provided that the cavity length is set so that the
phase after one roundtrip is an integral multiple of 2n. However, maintaining this exact distance over time

is difficult. In the optical storage device, a second feedback loop is provided to maintain the phase match if
so desired. The total light output of the cavity is detected with a photodetector, the output of the
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photodetector is phase shifted, and the phase shifted signal is used to drive an acousto-optic modulator
which amplitude modulates the write beam on the first crystal. By amplitude modulating the write beam,
the phase of the phase conjugate wave can be varied and adjusted. In this way, the phase match at the
boundaries can be maintained. The second difference staled above does not directly affect the design of the

storage device, but is the fundamental reason why a phase conjugate resonator can be used to store
holographic images. With conventional oscillators, where a beam of light oscillates between two mirrors
(as in a laser cavity), only certain structures are allowed in the transverse direction. That is, because of the
boundary conditions, and the conditions required for oscillation, the structare of the beam, or intensity
profile, can take on only one of a set of distinct patterns. These patterns correspond to what are known as
the transverse modes of the resonator (ref.8). When the mirrors of the conventional resonator are replaced

with phase conjugate mirrors, the boundary conditions change. Theory predicts that the transverse modes
are no longer restricted in form. Therefore, a very complex form or structure, or multiple transverse modes
(of the form predicted for a conventional resonator) may be supported simultaneously within the cavity (ref.

6).
The structure, or lack of structure, in the transverse direction predicted for the phase conjugate resonator

means that a wavefront of arbitrary phase and amplitude profile can be maintained in the resonator cavity.
Therefore, theoretically, holographic image information can be stored as a complex wavefront in the cavity

formed by two phase conjugate mirrors. This is the theory behind the operation of the optical storage
device.

Experimental Results

Experiments have been carried out to study the image information storage capability of a two crystal
oscillator (ref. 9). In figure 5 is a picture of the optical setup. The smaller photograph,, a picture of the
Airforce Resolution chart, is the image output from the cavity of the two PCM resonator. For this

particular setup, the gain of the cavity was slightly less than one. As a result, the image could not be
retained for an indefinite period of time. Rather, the image was stored for approximately a minute. This

represents more than a factor of 100 increase over the length of time the image could be stored in one

crystal for the geometries and power levels which were used.
When the power levels and beam ratios were set such as to achieve a gain in the cavity in excess of 1.0,

the transverse structure of the beam was corrupted for some of the experimental runs. A particular

(repeatable) pattern emerged. This was not anticipated. According to theory, as described above, the
transverse modes of a PCM resonator are degenerate, meaning that the energy of all transverse modes is the
same. This being true, no one mode or combination of modes should dominate. Further experiments and

analyses are required to explain the observed phenomenon.
The feedback described above for amplitude modulating the write beam was tested experimentally. The

optical setup is shown in the diagram of figure 6. It was found that the ability to control the phase of the
phase conjugate wave was limited by the amplifier which was used to phase shift the light signal. It was
possible to affect the phase of the phase conjugate, but it was not possible to stabilize the oscillation with
the setup that was used. Further experiments are planned along these lines.

Conclusions

A design has been proposed for an optical storage device which can store holographic information in
two photorefractive crystals. The advantages of using photorefractive crystals is that these crystals provide
the capability of recording holographic image information at near real-time rates and promise high storage
densities. Potential applications for optical storage devices such as the one described in this paper include

storage of holographic image information for distributed sensing and processing. A conceptual design of a
distributed sensor and processor for large flexible space structures is described in reference 10. All of the

techniques which have been developed for holographic sensing of structures using fixed media can now,
with the development of a dynamic holographic recording media, be used to develop sensors which can
measure the motion of structures.

The image resolution which can ultimately be achieved using photorefractive crystals is unknown. The
resolution is a function of the size of the crystal. Techniques are currently being studied which will allow

crystals of larger sizes to be grown. Presently, the crystals are limited in size to approximately 5 mm
cubes (BaTiO3). The growth of photorefractive thin films is also being explored. Thin films are much

easier to grow, can be fabricated in much larger sizes, and require less time to grow than bulk crystals.
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Using BaTiO3 crystals, experiments have been carried to evaluate the operation of the two-crystal

optical storage device. Thus far, good results have been obtained in the laboratory. An increase in image
storage time on the order of 100 has been achieved using two phase conjugate crystals rather than a single
phase conjugate crystal. Further studies are needed to refine the model and design for the two-crystal
oscillator.
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Figures

Figure 1. Diagram showing two plane coherent waves interfering in a
photorefractive crystal.

Figure 2. Graph showing relationship between light intensity, charge density, electric field amplitude, and
index of refraction.

Figure 3. Diagram showing four-wave mixing geometry.

Figure 4. Block diagram of two-crystal memory.

Figure 5. Photograph of laboratory setup of two-crystal memory using BaTiO3. The stored image (smaller

photograph) is of Air Force Resolution Chart.

Figure 6. Diagram of optical setup for two-crystal memory
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ABSTRACT

A NASA program to develop a high performance (high rate, high capacity) rewrite.able optical disk reorder

for spaceflight applications is presented. An expandable, adaptable system concept is proposed based on
disk Drive modules and a modular Controller. Drive performance goals are 10 gigabyte capacity, 300

megabits/second transfer rate, 10 -12 corrected bit error rate, and 150 millisecond access time. The design for

an expandable Controller is presented. System goals are up to 160 gigabyte capacity at up to 1.8 gigabits

per second rate with concurrent I/O, asynchronous data transfer, and 2 to 5 year operating life in orbit.

Technology developments, design concepts, current status, and future plans are presented.

INTRODUCTION

High performance mass storage systems are crucial to future NASA programs such as the Earth Observing

System (EOS) polar orbiting platforms. The complexity and capabilities of space information systems
continue to grow. The volume of data generated by orbiting scientific instruments is projected to increase

by orders of magnitude over the next decade. Requirements for onboard storage with capacities on the order
ofoue terabit (1012 bits) and data rates in excess of one gigabit per _cond are anticipated. Ground-based

mass storage needs such as data downlink buffers, temporary archives, and data processing, particularly by

supercomputers and image processing workstations, are also growing.

To meet these needs, the Spaceflight Optical Disk Recorder (SODR) program was initiated. This program

is sponsored by the NASA Office of Aeronautics and Exploration Technology and managed by NASA's

Langley Research Center. The objective of the SODR program is to develop and demonswate the

technology and subsystem elements which form the basis for versatile, expandable mass storage systems

for space flight applications. The approach is to produce a stackable, high performance (300 megabit per

second, 10 gigabyte) rewrite,able optical disk Drive and a modular system Controller. The system goals are

160 gigabyte (1.28x1012) capacity and 1.2 gigabit (150 megabyte) per second data rate. The Drive and

system concept and corresponding functional architecture are shown in Figure 1. This paper will discuss
tile concept, plans, status, and applications (including ground-based) of the SODR development program.

BACKGROUND

There are three basic types of optical disks. Read only disks, such as CD ROM, are reproduced from a laser

written master and cannot be altered. This has become a popular medium for data distribution. Write-once-

read-many (WORM) disks allow the user to permanently write information on the disk. These are used

primarily for archival applications or when an audit trail is desirable. Both 5.25 (130 mm) and 12 inch

(300 ram) write-once commercial products have been on the market for several years, with OEM vendors

providing complete (jukebox) systems. Erasable or rewrite,able disks allow the user to write, read, erase,
and rewrite information. Rewriteable optical Drives, using 5.25 inch disks, are now commercially

available. A wide range of information on optical data storage can be found in the SPIE Proceedings. 12

Ruggedized small drives are being developed for the Government. A 5.25 inch write-once Drive is being

qualified for a Shuttle experiment by NASA's Lewis Research Center. A 5.25 inch rewritcable disk Drive

has been developed and demonstrated in fighter aircraft by the Air Force and is being considered by NASA

Langley for aircraft instrumentation programs) This same design has been modified for space flight and

Drives are being tested for incorporation into Shuttle experiments by NASA's Goddard Space Flight Center

and NASA Lewis.
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To address high performance needs, the Government has been actively developing 14 inch (350 mm)

systems. Two high capacity write-once "jukebox" systems were developed and delivered to NASA's
Marshall Space Hight Center and the Air Force. The Air Force is funding the development of a 14 inch

rewriteable disk Drive using two simultaneous laser tracks for transport aircraft applications. A consortium

of Government agencies, including NASA, sponsored applied research in eight-track rewriteable optical disk

stccage technology based on a concept known as the Optical Disk Buffer which culminated in a
demonstration in July of 1988. Extension of these developments to meet high performance space flight

mass storage needs is the challenge being addressed by the SODR program.

DRIVE TECHNOLOGY

The SODR Drive development is based on magneto-optic (MO) rewriteable optical disk technology. The

active media is a magnetic material made from rare earth and transition metal compounds. This is the most

popular and marine rewriteable media. 4 The phases of the magneto-optic recording proce,_ are shown in

Figure 2. The media is initialized to a common magnetic orientation that the inherent magnetic forces
retain even in the presence of a strong external field. To write a mark, a focused laser spot is used to heat

the media to the Curie point where the external field causes the magnetic orientation to be reversed. The

laser is then used as a polarized light source to read the disk. The polarization angle of the reflected light is

rotated corresponding to the magnetic orientation due to the Kerr effect. This rotation is detected, indicating

the presence of a written mark. To erase the disk, the external field is returned to the original orientation
and the laser is used to reheat the media and return the disk to its initial state.

Technology development for the SODR program has been focused on three fundamental areas: ruggedized
14 inch dual-sided MO media; independently addressable nine-element solid stale laser diode arrays (used to

provide eight parallel data tracks); and demonstration of a multi-track electro-optic (EO) head, with its
electronic and mechanical subsystems.5,6,7, 8 Current media studies are focused on optimization of MO

performance and the suitability of glass substrates for harsh environments. Tests include vibration, thermal

cycling, radiation, and outgassing. A blank glass disk has survived 62 grms random vibration.

Preliminary results continue to demonstrate that glass is the preferred substrate over aluminum. The laser

development effort is focused on operating life and yield improvements. This includes free tuning of the
structure and process refmement and conversion to MOCVD crystal growth. Techniques to stabilize the

lasing frequency, which can shift due to olxical feedback and aging, are being studied.

As a proof of concept, a Technology Demonstration Unit (TDU) was produced. The TDU is composed of
a multi-track EO head with 9-element diode laser array and a single-sided MO disk. Write, read, and erase of

eight parallel data tracks, using a separate laser element for focus and tracking, was demonstrated in early
1990.11 Figure 3 is a polarizing microscope photograph of actual recorded information (marks) from a MO
14 inch aluminum substrate disk. The effective data rate is 133 Mbps per second. The focused laser spot

size is 0.7 microns and the minimum recorded feature length is 0.8 microns; this results in a capacity of 5

gigabytes on a side.

DESIGN CONCEPT

NASA's investigation of spaceflight applications led to the modular building block system concept shown

in Figure 1. The system is made up of multiple Drive units, with their supporting electronics, and a
modular Controller. This concept supports a variety of mass storage applications and forms the basis for

an expandable system that can be configured for specific applications (capacity and I/O rate). This modular

architecture also permits efficient hardware and software development, starting with single modules and
isolates internal Drive interfaces from those likely to change, specifically the user interface.

The top level functional architecture is also shown in Figure 1. It is a hierarchical structure, starting with
the device as the lowest level and expanding upwards to the system control function. The device performs

the basic storage functions: reading, writing, and erasing of information. The device control supports

device specific and data processing functions like data formatting, EDAC, and data encoding/decoding. The

group control connects devices (through device control) to ports. It provides port related functions such as
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rate buffering and multiple device synchronization. The system control provides the overall control,

command processing, and interface to a single user or network.

The basic functions have been partitioned into a Drive, composed of the logical device and device control

functions, and the Controller, composed of the logical group control and system control functions. Ideally,

a set of generic control functions and a Controller to Drive interface can be defined which will be suitable

for all applications. The detailed functional partitioning of control and system level functions continues.

A system model is being developed to support system design and investigate functional issues such as file

management, erasure algorithims, resource allocation, and data throughpuL 9 This model will be used to

validate an expanded multiple Drive system before it is built.

Drive

The SODR disk Drive unit, shown in Figure 1, is similar to a magnetic or Winchester disk Drive. It

contains, as a minimum, the media and its supporting mechanisms. These include the optical heads,

rotating disks, photodetectors, and the support subsystems (mechanical, optical, and electronic) needed to
read or write information on the media. The SODR Drive contains a single disk with independent multi-

track heads accessing each surface. Within the SODR system architecture, the Drive is logically equivalent
to two devices. The projected physical package for the Drive and supporting electronics package, which

represents the Device Controller, and its associated parameters are given in Table 1 and Figure 4.

The design is based on well known split-head, differential detection MO concepts. In a split-head system
the laser and associated collection optics are mounted on a fixed, thermally controlled base plate and only

the final objective lens assembly moves. Differential detection means the reflected beam is sprit into its

polarized components and directed to separate detectors whose outputs are compared differentially.

Supporting subsystems include the spindle and linear translator servos, which position the head, the data
modulator/encoder which converts digital data into analog signals to drive the laser, and the

demodulator/decoder used to convert detector system analog signals into digital data.

Controller

The Controller provides overall system control and the necessary interface between the user and the storage

devices. It is responsible for command processing, multiple Drive synchronization, data buffering, file

management, logical to physical mapping, fault processing, system self test, status reporting, and user data

connection via high speed data ports. As shown in Figure 1, the System Controller will provide command
and control operations, and the Group Controller with the Data I/O Ports will provide high speed data

processing. The Drive provides data encoding and EDAC. The command and data interfaces are separated
to achieve the desired reconfigurability and data throughput. The SODR Controller provides variable data

transfer rates, simultaneous input and output through separate data ports, and dynamic recunfigurafion.

CONTROLLER SUBSYSTEMS

The modular design approach has been followed within the Controller by further partitioning into

subsystems and modules as shown in Figure 5. Each of these subsystems will be developed separately for
the lxeadboard controller using commercially available technology; eventually they will be packaged as one

system element for the flight SODR Controller.

A Group Controller internal circuit module is referred to as a slice and consists of the hardware necessary to

implement the complete data path circuit for an eight bit parallel increment of data. The slice concept is
consistent with the current design of the storage Device which will record the data on the disk surface in an

eight bit parallel format. Each slice can be processed and transferred at a 150 Mops rate. Data rate

capabilities can be expanded by adding one slice for each 150 Mbps increment of the required data rate.

The Data Ports provide modularly expandable user interfaces. To achieve the rate requirements, the

proposed ANSI High-Performance Parallel Interface (HPPI) standard was selected to be used for the User
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interface Data Port. It will be implemented in eight bit parallel modules that correspond to a Controller
slice for Drive compatibility and expansion.

The Matrix Switch provides the capability to quickly switch the data ¢ansfer path from one subsystem to

another. This supports dynamic reconfiguration of the system according to user rate and capacity requests

and supports graceful degradation by removing failed components from the data path. It also provides the

capability to place unused drives on standby for reduced power consumption. The capabilities provided by
the Malrix Switch are primarily for the requirements of flight versions of the conlroller. Ground-based

systems could use direct connections for variations in system configurations.

System Controller

The System Controller decodes user commands and maintains control of the rest of the SODR system.

The breadboard version will be composed of triply redundant CPU cards, memory cards, user command port
cards, and the Multlbus II message passing bus as shown in Figure 5. The CPU is the Harris RTX 2000.

This processor was chosen for the high speed achieved by its RISC architecture, low power, ease of
interfacing and programming, and availability as a standard cell in the Harris HCMOS process.

For the breadboard, the Multibus II standard has been selected as the primary system control bus. It

provides operating flexibility and supports simple implementation of maximum system configuration.

The Multibus lI provides clearly specified electrical and mechanical systems, protocols for message

passing, shared memory access, and support for unsolicited messages (i.e. virtual interrupts), and uses a

parallel bus for fast data throughput. Also, it allows concurrent operations, permits convenient

implementation of system fault tolerance, and is being considered by other projects for space flight use.
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The primary functions of the System Controller software are to maximize data throughput, recover from
failures, and maintain data f'de directories. This software does not directly handle the high speed data being

transferred across the data port. It acts as a traffic cop for the data by decoding user commands, coordinating

reso_, and issuing sub-commands to the various hardware elements at its disposal.

A goal for the software design is to exploit the multiprocessor architecture to provide maximum fault
tolerance and throughput. This will be accomplished by developing a data directed programming kernel that
executes on each CPU. The scheduling of tasks is coordinated with the other active CPUs and results in a

dynamic allocation of tasks to CPUs. Dynamic allocation of tasks enables load balancing of CPU
resources and automatic recovery from CPU failures. A task is initiated on an idle CPU when the kernel

detects that the appropriate arcs are pending for that task and broadcasts this data to each CPU by an un-

solicited message. Message handlers on the other CPUs decode the message and start a timer so a recovery
routine can be executed if the task is not finished by a specific amount of time. Tasks broadcast new arc

data over the message passing system so all CPUs can update their arc and task definition tables.

Group Controller

The primary function of the Group ConuoUer is data processing, synchronization, and buffering necessary
to transfer high speed data between the user and the storage modules. Other functions performed by the

Group ControllerincludeSystem Controllerdatatransfer,selftest,and datainterfacecontrol.

A block diagramof thefunctionalconceptfortheGroup Controllerisshown inFigure5. The Controller

isdividedintocomponents accordingtofunctionalrequirements.The Bufferprovidesmemory

management, configurationcontrol,and dualportRAM storagefordataratesynchronization.The high

speedSequencerprovidestiming,addresscontrol,and datarouting.The Data Portprovidestheuserhigh

speed data interface. The Device I/O provides the data interface between the buffer and the storage modules.

The System Controller I/O provides command and system data transfer between the Group Controller and

the System Controller. The High Speed Data Bus provides the interface for high speed data between the
Buffer and the Data Port, and the interface for system data and control between all the components of the

Group Controller.

One of the areas critical to the success of the Controller is the transfer of high speed data across backplanes

and interface cables. Current commercial backplane interface standards have typical bandwidths around

10-16 MHz. Transfer rates are limited by IC propagation data delays, backplane clock skews, and multiple

card loading. Backplane transmission line characteristics must be considered to minimize undesirable

reflections. Analysis of the Futurebus indicates a best case transfer rote of 23.8 Mbps for synchronous and

asynchronous systems. Due to the limitations of these commercial standards, a custom interface design is

required for the Group Controller High Speed Data Bus. This custom interface is expected to achieve

slightly better performance than the Futurebus standard by implementing the interface with minor varia-
tions from the standard. These changes include limiting the card loads to six and bus lengths to six inches

and, if necessary, using ECL instead of ASTrL logic for the data latches. Fiber optic technology will also

be considered for the design of the flight version of the Controller.

Interfa_ Ports

The Controller will contain interface ports, as shown in Figures 1 and 4, to provide control and data to the

User. The ports are separated into User Command and User Data segments to achieve desired

reconfigurability and throughput. An SODR system may contain one or more data ports with slightly
different configurations based on the number of slices needed to meet specific applications. The User Dam

Interface must be easily adaptable to variable maximum data rates; each slice in the User Data Interface will
transfer data to and from the user at rates of up to 150 Mbps. The User Command Interface will provide

transfer of all commands and status needed by the user to control the data recording operations.
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Thecurrent User Data Interface design is based ca the HPPI standard. Although this standard has not been
finalized, available specifications clearly indicate that the basic HPPI concepts are ideally suited for this

interface. The 200 Mbps transfer rate for each eight bit segment in the HPPI cable provides a comfortable

margin above the system requirements of 150 Mbps for each slice. Design time will be minimized by
taking advantage of the specifications and signal protocol within the standard. Also, future commercial

HPPI hardware could be adapted to later versions of SODR.

The User Data Interface for the breadboard system will be implemented with currently available technology.

The primary functions will be provided by high speed PLD chips and FIFOs, as well as standard high speed
logic chips. These designs will be readily adaptable to take advantage of future developments in VLSI and
ASIC technologies when the flight version is built.

Current plans for the User Command Interface include the use of standard interfaces such as the RS232,
RS422, or Mil-Std-1553. The selected interface plugs directly into the System Controller MultiBns 11

backplane and minimizes the complexities of changing interfaces to meet different user needs.

Drive Interfaces

The actual design of the Device Data and Device Control interfaces has not been started, but the concept and
approach have been fully developed. The eight bit parallel slice concept will be maintained at the Device

Data interface. Data transfer across this interface will be slightly over 150 Mbps/slice to allow the transfer

of both the original data and the associated overhead while maintaining a 150 Mbps delivery rate of the
original data. If possible, the Device Control interface will be selected from available standard interfaces

that provide the necessary device and data transfer control. The final selection of this interface will

depend primarily ca the f'mal design details of the SODR Controller and the Storage Drive unit that is
being developed separately.

DEVELOPMENT PLANS

The SODR Drive development has been divided into three phases. The first phase includes preliminary

design of the flight Drive; detailed design, fabrication, and test of a Brassboard Disk Drive; integration and

test with a Government frnished breadboard Controller; and verification of both the technology and design

by a flight experiment as a Space Shuttle HitchHiker payload. Phase one will address developmental issues

associated with the fundamental storage mechanisms specifically focused on spaceflight applications.

Some of the issues to be addressed are bearings, bit error rate improvement by EDAC incorporation, flight
optics design, flight packaging, and reliability.

The second phase includes design, fabrication, and test of a ground-based, fully functional Engineering Disk

Drive (EDD) providing complete 16 track data processing electronics. The EDD will be integrated with a

Government furnished Controller to produce a minimum system. This will be installed into a data systems

test bed at a NASA facility for demonstration of simultaneous input and output of processed (corrected) data
at 150 megabits per second or 300 megabits per second unidirectional data transfer. This unit is most

likely to have potential commercial ground-based applications.

The final phase is design, fabrication, and test of a Prototype Disk Drive (PDD). This will include

complete VLSI development and environmental testing. The PDD is to be integrated with a Government

furnished flight qualified Controller and the EDD to provide a complete two disk system for demonstration

and test. At the completion of phase three, a flight qualified Drive should be available for integration with
a flight experiment.

SYSTEM APPLICATIONS

The random access capability of a disk memory makes many spaceflight applications possible, in addition
to those classically served by tape recorders. Applications range from communications link buffer or

temporary storage (much like a magnetic tape recorder) to single instrument or multi-user mass storage
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subsystem (random access file storage). Random access storage enables data selection for quick-look or

priority downlink. It allows onboard data processing or data compression. Operational telemetry data could
be suxed and analyzed onboard, or a subset transmitted and additional data transmitted as required. A multi-

port system with rate buffering enables dynamic experiment operations. The inherent ability to play data
back in a first-in-first-out mode increases the efficiency of ground-based data processing over the current

tape approach that uses reversed playback to extend tape and magnetic head life.

The EOS polar orbiting platforms have been selected as candidate users in order to focus the program. The

SODR has applications to many future programs, such as shuttle payloads, Space Station Freedom, Mars

Rover, and other polar and geostationary orbiting platforms. The unmanned EOS has been identified as a

system that could greatly benefit from the new technology and is a suitable target in terms of physical and

operational environment. It is also on a schedule consistent with proposed SODR development.

Unfortunately, high performance random access storage represents a new system technology for spaceflight.

Today's data systems are designed around magnetic tape recorders, a "proven" technology meeting past and

present system needs (maybe not future needs). System designers and users are biased in their thinking by
the conswaints of sequential access storage. Until the optical disk is demonstrated to be a proven

spaceflight technology, their thinking will probably remain constrained. The full random access potential
of an optical disk system may not be achieved in the initial applications. As the potential advantages of

revaiteable optical disk recorders are recognized, total system concepts and design requirements are expected

to change.

Flight Environment

The space environment imposes unique operational and physical requirements when compared to ground-

based or even airborne optical disk applications. Weight, volume, and power are always critical in space,

but reliability, self-test capability, commanded or autonomous reconfiguration, and modular packaging are

also important. Fortunately, EOS only requires operation on orbit which is a relatively benign mechanical
environment. However, launch survival remains a major challenge. Other factors such as operation in a

vacuum, zero gravity, subatomic and electromagnetic radiation, and angular momentum or gyroscopic

effects associated with the large spinning disks must also be considered.

The SODR architecture and design addresses many of these problem areas. Redundancy, built-in test, and

automatic reconfiguration to map out failed elements are planned to provide the graceful degradation needed

for extended missions. A packaging concept based on counter rotating disks is proposed to minimize

instability caused by angular momentum. To reduce outgassing effects caused by operation in a vacuum,
SODR will use materials that do not dissipate or redeposit on optical surfaces. Special lubricants and

sealed or magnetic bearings are under consideration for moving parts. Heat transfer problems apply to both
the Drive and the Controller. The heat must be removed through the housing by conduction or radiation

and the thermal expansion of materials can drive the design of optical systems. This highlights the

importance of low power components such as CMOS and VLSI eleclronics and efficient solid-state lasers.

Ground-based

Although the current NASA program is focused on spaceflight, there are comparable ground-based

applications that could benefit from an SODR like system.l°, 11 The scheduling algorithms developed to
handle the separate read, write, and erase cycles to support prioritized and/or shared data access by flight

experiments are equally applicable to ground use. Ground configurations can be more elaborate because the

typical flight constraints of power, weight, and volume need not be met. One use is as a rate buffer to

provide initial storage of telemetry data prior to dissemination to slower speed distribution networks or
facilities. As a supercomputer peripheral, a high performance optical disk system would enable more

efficient use of these highly capable machines. Since the HPPI interface selected for SODR data transfer is

under design and review by representatives from the leading computer manufacturers in the country, it is

expected that SODR can he readily matched to one of these powerful CPUs. SODR can also perform in an
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archival fashion and provide effective management of large continuously updated data bases. These

applications are also being considered in the current program and are viewed as potential spinoffs.

CONCLUSIONS

High performance rewrite, able optical disk memory with random access capability is an enabling spaceflight
technology. Utilization of multiple data tracks, multiple disks, and an expandable Controller offers both

high data rate and high capacity storage. The technologies have been demonstrated and the plans are in

place for a versatile spaceflight mass storage system to become a reality. The spin-off potential for ground
based applications is great.
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As flight systems become more complex and longer-lived, it becomes increasingly difficult to monitor and

analyze their data. One method being developed to address this problem is the use of ground-based
information systems in ways that enable the engineer to relate the data to the system design more readily.

Another method is to encode knowledge about the system's operation into the ground computer system

itself, to serve as a backup to the engineer's analysis and conclusions. These methods, now being tested at

the Marshall Space Flight Center, promise to help maintain the high productivity levels of the telemetry

analyst over long periods.

INTRODUCTION

Complex spacecraft, such as the Hubble Space Telescope (HST), are monitored closely and continuously

during flight. The initial mission phase of the HST, the Space Telescope Orbital Verification (STOV), was

supported by engineers, scientists and managers at MSFC's Huntsville Operations Support Center (HOSC)
and at Goddard Space Flight Center's Space Telescope Operations Control Center. Data originating from

the HST is being constantly monitored and analyzed by both computers and humans to determine how well

this spacecraft is operating. Fault Diagnosis, Isolation and Recovery (FDIR) is the driver for much of the

telemetry monitoring and analysis activities. Ground-based facilities have been receiving and processing

over 5,000 telemetry measurements per data-transmission cycle from the HST continuously since its launch

in April, 1990.

This paper provides an overview of the computational infrastructure in the HOSC which enables the

telemetry monitoring and analysis functions for both spacecraft and vehicles to determine their status and to

support corrective actions, when required. Also discussed are some new methodologies and tools that have

been employed for on-line monitoring and analyses of telemetry measurements, as well as systems that

empower the analysts with off-line tools for information retrieval. To provide perspective on the mainline

HOSC computational infrastructure, both historical information and an extensive description of work-in-

progress are discussed. These currently used and evolving information systems enable the engineering

analysts to effectively perform those functions required for ground-based support of flight systems. Some
of the software elements described herein may be applicable to other domains wherein complex systems are

being monitored and/or analyzed. All elements are described at various levels of functional detail to enable
the reader to decide where the likelihood for such applications might exist.

HISTORY

In the late 1960's the HOSC consisted of a data acquisition system (Honeywell DF224) and a data

presentation system (Burroughs B5500 LP) to support initial Saturn IB launches. The first upgrade, for late

Apollo missions, was to the data presentation system. This system was upgraded to a Univac 1108 driving

8 digital display devices, and served multiple users through a video-switching system. The system was
somewhat interactive in that display images could be dynamically assigned to any of 8 display channels.

Software was mission-dependent and since launches were infrequent, this allowed the software to be

altered for subsequent missions. The next upgrade was to prepare for Shuttle missions by using Perkin-

Elmer systems driving both 10-channel and 8-channel display systems simultaneously. The major new
feature was the ability to define displays dynamically and the assignment and scaling of data to lights,

meters, and strip-chart recorders. This enhancement was required for increased launch activities requiring

rapid reconfiguration. This system also supported simultaneous real-time presentation and near real-time
data recall from data bases. However, definitive data reduction was still relegated to off-line, post-mission

data processing activities.
I
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CURRENTINFRASTRUCTURE
Intheearly1980's,designbeganonthenextgenerationofHOSCdatadisplaysystemswhichevolvedinto
thecurrentlyimplementedPeripheralProcessingSystem(PPS).ThepurposeofthePPSistoserveasthe
backboneofthePayloadOperationsControlCenter(POCC)intheHOSC,andit wastargetedtospecifi-
callysupportSTOV.Asanoffshoot,thePPSwasincorporatedintotheHOSC'sSpaceShuttlelaunch
supportsystemaswell.ThePPSmicroVAX/Perkin-Elmerbasedsystemisnetworkedtogetheronan
Ethernet.ThePerkin-Elmersystems(whichserveasCentralProcessors- CPs)providecentralized
functions,suchasdataacquisitionanddecommutation,andthemicroVAXes(PeripheralProcessors- PPs)
providedistributedfunctions,suchasdatadisplay.Inadditiontoitsdatadisplaycapabilities,thePPSalso
includestheabilitytocontrolpayloadsfromtheground.TheprimarypurposeofthePPSistoprovide
short-termsupportforshuttlemissionscarryingawidevarietyofpayloads.Thus,forquickturn-around
betweenmissions,thePPSwasdesignedtobereconfigurablewithoutchangingexistingsoftware.Sinceits
inception,thePPShasprovedtobeveryflexibleinitssupportofmanytypesofmissions/activities.

TheCPsperformcentralizedfunctionscommontotheentiresystem.Theprimaryfunctionof the CPs are

to receive telemetry data in downlink format and provide a pathway for commanding remote payloads. The

telemetry data is made available to the PPs in Real-Time (RT) and Near-Real-Time (NRT) modes. NRT
data is data from the near past that is saved in data bases on the CPs. The amount of NRT data that can be

saved is dependent on both mission and hardware complement. The CPs also monitor the telemetry data
for exception conditions that are mission-critical and generate messages that are sent to the PPs to advise

the users when exceptions occur. In addition, the CPs maintain and distribute to PPs data base parameters.

The PPs provide distributed functions that are user-specific. On a PP a user can build and modify, in real-

time if necessary, free-form displays for viewing his RT or NRT telemetry data. The display capabilities

include: tabular fields, X-Y plots, limit sensing, and some graphical representation. When the display is

executed, the PP requests data base information from the CPs about each of the parameters to be displayed.
Based on that information, it then requests, receives, processes, and displays those parameters from the

CPs. In addition, the user may build Special Computations for any special processing that required to be

performed on telemetry data. A Special Computation is a FORTRAN program which provides algorithms
for processing the data. A package of routines is provided for retrieving data and making any derived

parameters available for display. The user may build a Special Computation directly with a text editor or

he may do so indirectly with a set of forms that is provided. The user provides a list of input parameters,

the FORTRAN algorithms for processing those parameters, and a list of derived output parameters. The
forms program then generates the code necessary for retrieving/writing the parameters.

In summary, the Peripheral Processor System provides an effective way to simultaneously provide telem-

etry information to a number of users in the HOSC. It enables users to build, store, retrieve and modify/
display pages to monitor RT and NRT data in columnar and graphical form. However, in order to evaluate

new techniques of viewing data (and documentation), a number of different systems were tested both on-
line and off-line in the HOSC during STOV.

NEW ON-LINE SYSTEMS ARE TESTED

Considerable design and engineering knowledge about a spacecraft is documented at various points during
its lifecycle. The future availability of this information is important to consider in light of the fact that

spacecraft like the HST may require a decade or longer from design to launch, and are utilized on orbit for

perhaps two more decades. A life-cycle three decades long or longer, as in the case of the Space Station

Freedom, precludes the direct involvement of systems and subsystems designers during much of the

operations phases. Therefore, systems which enable or aid the FDIR processes by providing fast, accurate

ways to retrieve the specific knowledge pertinent to a specific problem need to be available to help engi-

neers maintain high levels of spacecraft functionality throughout its operational lifetime.

During the STOV, a number of new concepts for telemetry monitoring and analysis were tested in the

HOSC. Three of these systems, the HST Operational Readiness Expert Safemode Investigative System, the

Vehicle Health and Safety Expert System, and the Thermal Control Subsystem Expert System were

implemented in a Knowledge Based Systems (KBS) Testbed, and were operated as an adjunct to the

standard PPS functionalities by using a High-Speed Peripheral Processor. Each of the three KBSs provides
the user with a unique method for relating telemetry values to the status of the HST.
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High-SpeedPeripheralProcessor
DatafortheKBSTestbedwasprovidedbyaHigh-SpeedPeripheralProcessor(HSPP),whichwasinter-
facedtotheCentralProcessorsasastandardPeripheralProcessorutilizingconfiguration-controlledPP
softwareandfourSpecialComputations.TheHSPPwasimplementedasaVAXServer3300usingVMS
andspecial-purposeinterfacesoftwareelements.TheHSPPcollected1400+telemetrydata-itemsperdata-
cycle from the CPs and distributed this data over the isolated KBS Testbed network, utilizing TCP/IP, to
the three KBSs described below.

HST Operational Readiness Expert Safemode Investigative System

A reusable knowledgebase shell, the Device Reasoning Shell (DRS), elaborated upon below, was built to

access a variety of device models and rule bases to allow a user to solve a variety of problems. To test and

demonstrate the application of DRS to the HST, a DRS application was developed which provides assis-

lance in the investigation of HST system anomalies, which are called safemode events [ l]. The application,

the HST Operational Readiness Expert Safemode Investigation System (HSTORESIS), contains rule bases

and a device model that encode knowledge about HST safemode detection, fault isolation, and recovery. A

safemode event occurs when any one of a number of sequences of on-board measurements are determined

to be off-nominal by the on-board Data Management Subsystem (DMS). The DMS then commands the

spacecraft to enter a "safe" or protected mode. These on-board measurements are also available to ground
support personnel, so that they can analyze and fix any problem from the ground, prior to uplinking

commands to return the HST to normal operating mode. Therefore, it is necessary to thoroughly under-

stand the causes of the sequence(s) of off-nominal measurements which resulted in the triggering of the

safemode action. Procedural knowledge was obtained for HSTORESIS from HST safemode system and

flight software documentation, and from HST design engineers. The HSTORESIS implementation

provides the user with assistance in the investigation of safemode events. HSTORESIS runs as an applica-

tion using the Device Reasoning Shell (DRS) on a Sun 4/260 workstation.

Device Reasoning Shell

The Device Reasoning Shell (DRS) is a reusable knowledgebase shell which can access a variety of device
models and rule bases to allow a user to solve a variety of problems [2]. DRS was built using Common

Lisp and Intellicorp's Knowledge Engineering Environment on a Symbolics 3670 and Texas Instruments'

microExplorer before installation on the Sun 4. The DRS is designed to assist in solving problems that

require the ability to reason about the model of a device. Knowledge about a device is captured within

DRS rule bases and device models. Two programming paradigms, object-oriented programming and rule-

based programming, are used to reason about device models. Interaction between the user and DRS is
accomplished through a point-and-click style of interface, using buttons and windows. The DRS has three

layers: Telemetry Interface, Model Manger, and User Interface. In addition, a data manager records all

telemetry items for later replay and analysis, and distributes data items throughout the system.

The telemetry_ interface. The main function of the telemetry interface is to convert raw telemetry into a

level of abstraction which is closer to the mental representation that human experts use. This telemetry

passes through the telemetry interface and is categorized into one of several different telemetry types to be

utilized by the other parts of the DRS. For the HST, 5,500 telemetry items are the main source of informa-
tion about the behavior of the spacecraft. For the HSTORESIS application, each of the 234 different

safemode-specific telemetry data items is mapped into its category (polynomial fit, counter, table lookup,
bi-level, or multi-level), and then associated with information about that type.

The model manager. The model manager manages Device Models. A Device Model in DRS includes a

mapping between the model and a set of monitors, pointers to rule-bases that are capable of reasoning

about the device, behaviors that represent the conceptual or physical functioning of the device or compo-
nent, and features that hold state information that is not included in the satellite telemetry stream. For

HSTORESIS, the device model provides a model of the behavior of a device as a function of telemetry

data. Devices include physical items like Reaction Wheel Assembly or Solar Array Assembly on the HST.

The user interface. The user interacts with DRS through a desktop. The user may point to and click on

buttons which activate functions within the DRS application. These functions include startup & shutdown,

selection of a message or data-item displayed in a window for elaboration & explanation, moving &

resizing windows, and selecting window types for display of telemetry data in different formats. For the
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HSTORESISapplication,theusercancreateanumberof"monitorpages"or screens-full of data display-

ing telemetry items per screen-full in formats which include actual value, strip-chart recorder, and/or X-Y

plotter displays. Additionally, safemode events detected by HSTORESIS enable access to pop-up windows

which describe causes, effects, and recovery procedures relating to the event(s).

Vehicle Health and Safety Expert System

The Vehicle Health and Safety (VHS) Expert System was developed at Lockheed Missiles and Space

Company (LMSC), using the LMSC-proprietary L'STAR real-time expert system tool-set. The VHS

system was implemented and tested in the KBS Testbed during STOV using a beta-test version of a

commercially available real-time expert system package, Talarian Corporation's R'Time. This software

was implemented on a VMS-based VAXStation 3100 and provided a sophisticated monitoring strategy of

three different HST flight modes representing start-up (deployment), normal operations, and anomalous

behavior (safemode) [3]. The workstation display, utilizing VI Corporation's DV Draw, provided telem-

etry monitoring graphics as follows.

Four graphs are displayed at the top of the workstation screen which summarize the pointing control and

electrical power health of the spacecraft, and allow an observer to spot adverse trends as they develop.

Spacecraft mode changes are color-coded, as are checklists of functions to be performed. If some activity

is delaying a checklist function, the user may expand the list to observe telemetry values pertinent to that

checklist item. In normal mode, display emphasis is on simultaneous status summaries of all pertinent

spacecraft subsystems which are required to maintain health and perform the intended mission, the success-

ful acquisition of science data. Safemode is a autonomously entered by the spacecraft when any of several

dozen reasonableness tests fall. That is, the on-board computer monitoring those sensor readings senses a
problem. At that point, the important sensor readings are captured in a recorder, for later analysis by

ground station. The ground-based VHS system also captures this data and performs analyses on it, pro-

vides status information for each data item, and recommends recovery procedures. The VHS therefore

provides the user with a highly flexible monitoring station containing the procedural knowledge related to

entering and recovering from anomalous behavior.

A special interface between the VHS Expert System and HSTORESIS was also developed and tested

during STOV. The VHS system continuously monitored data pertaining to safemode events, and upon

detecting such an event, VHS notified HSTORESIS that an event had occurred. At that point, the

HSTORESIS user could access the pop-up windows and then perform an analysis on the pertinent subset of

telemetry data. The analysis, via interpretation of strip-charts or X-Y plots, can be performed by replaying,

pausing, and "stepping" through any of the previously stored telemetry signals for any portion of the 5

orbits (450 minutes) leading up to that event.

Thermal Control Subsystem Expert System

The Thermal Control Subsystem (TCS) Expert System was also developed at LMSC and utilizes identical

development and delivery software and hardware as the VHS system [3]. This system was also imple-

mented and tested in the KBS Testbed during STOV, and directly supported HOSC-based thermal engi-

neers throughout STOV. Sensors on the HST enable ground-based FDIR activities on the TCS via some

1400 different data values. These sensors measure the temperatures of the HST internal and external

structure as well as mechanical, electronic, and optical equipment (for overheating or overcooling alerts or

warnings).

The TCS system contains several hundred solid images of spacecraft subsystems, components, and

structures on line which are arranged in a hierarchical fashion. The user can "navigate" through the

hierarchy by replacing a current display with a subwindow that is higher or lower in the hierarchy, thereby

going from system to subsystem to component in a point-and-click fashion. Each image shows pointers to

the location of its sensor(s) in a spatial fashion with real-time readouts of those sensors from the telemetry

data. This spatial representation is especially helpful when considering the spacecraft's position with

respect to the heating and cooling effects of the space environment. Should a telemetry value achieve an

off-nominal value (too hot or too cold), the indicator value changes color depending on the severity. Also

changing color are pointers that guide the engineer through the image hierarchy. Displayed on all image

levels are warning/alert windows which report on the number, severity, time, and name of the off-nominal
sensor(s), and which enable the user to directly access the image where each off-nominal sensor is located.
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Additionally,theusercanrequest,inanoverlaywindow,areal-timeplotofanysensorreadingswith
respecttotime.TheTCSExpertSystem,implementedwithR'TimeandDVDraw,providesarobust,
comprehensivetelemetrymonitoringsystemfortheextensiveThermalControlSubsystemoftheHST.

OFF-LINEAIDSTOANALYSIS
Informationsystemswhichdonotdirectlyaccesstelemetrydatacanalsobeextremelyusefulinevaluating
thatdata.Decade-longdesign/developmentphasesproduceawealthofdesignandengineeringdocumenta-
tionwhichmustbeaccessedquicklyduringoperationsphases.Twoapproachestothisaccessaredescribed
below.Onesystem,theDocumentRetrievalAssistant,wasutilizedduringSTOVtoenablefastaccessto
storeddocumentationonthedesign,engineering,andoperationalaspectsofakeypartoftheHST,the
OrbitalTelescopeAssembly.Thesecondtool,theDesignAlternativesRationaleTool,wasdevelopedto
capturedesignknowledgeabouttheSpaceStationFreedomduringtheengineeringtrade-studyprocess,and
isbeginningtobeutilizedforfaultanalysesaswell.

DocumentRetrievalAssistant
Theprocessofdesigning,developing,andtestinganycomplexsystemorsubsystemgener-

atesalargenumberofdocumentstodescribethesystemandprocessesinvolved.InthecaseoftheHST,
thedocument-setsizeandscopeisformidable,numberinginthetensofthousandsofdocuments[4,5].
Documentsforprogramsaretypicallyorganizedhierarchically,asina"documenttree."Systemsare
representedascollectionsofsubsystems;subsystemsarerepresentedascollectionsofcomponents.Ateach
level,theseelementsinteract,intercommunicate,and/orinterconnect.Inordertofocusonparticular
elementsorcharacteristicsofasystem,tolearnortorefreshone'smemory,quickaccesstoallaspectsof
thatelementin thatdocumentation-setisoftenrequired.Thesedocumentsareoftenstoredelectronically,
asbit-mappedimagesand/ortext.Thechallengeistofindallpertinentfactsaboutthesubject,including
interfaces,inanefficientmanner.

Objective. To meet this challenge, a system has been developed for MSFC by Hughes Danbury Optical

Systems called the Document Retrieval Assistant (DRA). This system serves as a complement to the

Hubble Space Telescope Management Information System (TMIS) which contains, on optical discs, bit-

mapped images of all drawings, specification documents, and top-level reports and memos relative to the
HST. The DRA contains audio interviews, videotapes, and intelligent pointers to TMIS contents as relates

to the Optical Telescope Assembly (OTA), a key part of the HST. The DRA was needed to provide the

information to support OTA performance analysis and subsystem troubleshooting, repairing and reverifying
certain defective sensors returned from orbit, and developing next-generation designs and modifications for

certain sensors. The DRA was also developed to capture and file away OTA expert knowledge for retrieval

of critical information when required, and for training and familiarization of personnel.

The initial DRA system is fielded on an 80386-based workstation with windows-based
user interface and strong emphasis on graphics. The DRA has four main components: hyper-text organiza-

tion of documents, intelligent search, databases, and system administration and authoring tools. The DRA

permits rapid search and retrieval of a very large collection of program documentation (text, photos,

drawings, and databases) without resorting to keywords. The two major methods of retrieval are by

document browsing (casual or in-depth) and document search (exact text matching, conceptual matching,

and fuzzy matching). In short, the DRA is a tool which provides the user with an efficient tool to find all

references to a particular component or process, and shows the user drawings of devices or abstracts of

pertinent documents, as well as pointers to audio/video discussions and specific documents within the
TMIS or other archives for retrieval of more in-depth information.

Design Alternatives Rationale Tool

One important aspect of completely understanding complex systems is the need to identify and characterize

all possible failure modes. For instance, Failure Modes and Effects Analysis (FMEA) is performed on each

of the Space Station's critical subsystems. It is important is to ensure that all failure modes have been
identified and their full effects are understood, including effects in other subsystems. Much later, in an

operational environment, the analyst-team must correctly interpret a fault and understand its consequences
before corrective action is taken. One tool, the Design Alternatives Rational Tool (DART) can be used now

by reliability engineers engaged in the FMEA process to build lists of the potential faults that may occur
and relate those faults to different failure modes. The methods used in DART for the development, storage,
and access of FMEA information should make it useful for the analyst to use during operations.
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DARTwas originally designed for the Space Station Freedom Program as a tool to aid in the engineering

analysis process and to easily capture rationale about the alternatives evaluated during its use [6]. It is

useful for applications such as trade studies, aiding and documenting decisions made in meetings, and

group data gathering. DART employs repertory grids as one form of knowledge representation. This

representation appears to the DART user as matrices and allows the critically important capture of rationale

behind the axis-entries. DART works well on analysis problems or those problems whose solutions can be

enumerated (e.g., classification, interpretation, and diagnosis). Analyses of failures of complex systems fall

into this category, so the DART tool is beginning to be to aid the FMEA process. DART was originally
developed on Sun and VAX/VMS computers, but Macintosh, IBM PC, and IBM mainframe versions are
also available.

INFRASTRUCTURE EVOLUTION: THE MARSHALL INTEGRATED SUPPORT SYSTEM

An effort is currently underway to replace the current PPS in the HOSC with a state-of-the-art system.

However, due to resource constraints and the need to retrain users, it is not feasible to replace the entire

PPS in a single step. Thus, it is necessary to follow an evolutionary path where new technology is phased

into the old system over a period of time. This allows users to become familiar with new technology while

still using the older technology and spreads the cost of development and upgrade over time. Systems such
as those described above provide insight and ideas for the evolution of this computational infrastructure.

Overview

As a proposed first step along this evolutionary path, the Marshall Integrated Support System (MISS) is
being developed to support the Payload Operations Control Center (POCC), a HOSC infrastructure for

support of shuttle payload elements. The main requirement of the MISS is to produce, by mid-1991, a

state-of-the-art system capable of performing the current PP functions on high-resolution graphics worksta-

tions in place of the current DEC microVAXes. Except for data base services, the functionality of the CPs

will not be modified until a later date. The system is being designed to support the Space Station Freedom

and Advanced X-ray Astrophysics Facility, as well as the current POCC. In addition, it will provide a
migration path for utilizing workstation technology throughout the HOSC.

Like the current PPS, the MISS will support many types of missions without the need for software modifi-

cation. Although the functionality of the MISS is the same as that of the PPS, the MISS is quite different in

that it takes advantage of graphics workstation technology. The system is implemented in C under the
UNIX operating system and uses MOTIF for its look and feel. The major advantages of the MISS over the

current PPS are its primary design goals, modularity and portability.

The functional design of the PPS is very interdependent, whereas, the MISS design is modular, so that each

of its components is as independent as possible from all of the other components. In some cases, the

components can be used entirely independent of the MISS. In addition, the modularity is further enhanced

with packages of routines that are designed to isolate internal and external interfaces and commercial

software packages. The modular design makes it easier to integrate enhancements and newer technology
into the system. It also helps during development, because it is easier to test the different modules before

integrating them with the rest of the system. In addition, modularity makes it possible to integrate commer-

cial off-the-shelf (COTS) products into the system. For instance, if a user in a future mission has a require-

ment for a COTS product to analyze data, it will be simpler to interface that product to the system.

The current PPS is written in VAX-specific FORTRAN and is practically. The MISS is designed to

achieve portability by using industry standards and by implementing the system on multiple platforms. The

standards chosen for the system, UNIX, C, X-Windows, and MOTIF were chosen because the graphics

workstations initially targeted to become MISS platforms will support them. This helps to enforce portabil-

ity in that the platform dependency areas can be identified and isolated early in the project.

The functionality of the MISS breaks down into the following subsystems: Data Processing, Data Display,

and Payload Commanding. The Data Processing subsystem allows the user to define a set of parameters to
be retrieved from the CPs and the processing that is to be performed on those parameters. The Data

Display subsystem allows the user to build graphical windows using a wide variety of textual and graphical
methods to represent his data. The Payload Commanding subsystem provides a mechanism for the user to

control his payload. As indicated above, each of these subsystems is modular.
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DataProcessingSubsystem
TheData Processing subsystem breaks down into three tasks: a Data Set Builder, a Data Processing

Precompiler, and a Data Retriever. The Data Set Builder is the user friendly windowing interface for

defining a set of parameters to be retrieved from the CPs, the processing to be performed on those param-

eters, and a set of derived parameters to be made available to other processes. The definition is used to

create a text file of pseudo code which the Data Processing Precompiler translates into C code. The

precompiler then executes the C compiler to compile and link the C code into an executable. This execut-

able receives the raw telemetry parameters from the Data Retriever, converts and calibrates those param-

eters, executes the user specific processing, and makes the derived output parameters available through

UNIX socket connections to the Data Display and the Payload Commanding subsystem. If there are

insufficient resources in a single workstation to accommodate all of the subsystems, the socket connection

allows the Data Processing subsystem to be moved across a network to another workstation, a further

demonstration of the flexibility of the system. The precompiler also creates two additional files: a

parameter request list which the Data Retriever uses to request parameters from the CPs and a data set list

which describes the derived parameters that are available to the other subsystems.

The Data Processing subsystem combines the Special Computation, type conversion, and calibration

functionality of the PPS into a single module. In the PPS data conversion and calibration are a part of the

data display capability. In the MISS type conversion and calibration are assumed to be a subset of data

processing. The Data Display subsystem deals only with data representation (not with data processing).

Data Display Subsystem

The Data Display subsystem breaks down into two tasks: the Display Builder and the Display Driver. The

Display Builder is the user interface for defining the way, either graphical or textual, that data is to be

represented on the screen. The Display Driver makes socket connections to the Data Processing subsystem

to acquire data which it uses to update the user's display that he created with the Display Builder. This

subsystem is the most flexible in that it is designed so that the Display Builder may be replaced with any

appropriate COTS data representation tool. This required that the Display Driver be tool-specific and must

be implemented to support the specific tool that is used. The Transportable Applications Environment Plus
(TAE+) has been chosen as the default data representation tool. Other COTS products are being evaluated

in order to demonstrate the flexibility of this subsystem.

Payload Commanding Subsystem

The Payload Commanding subsystem breaks down into two tasks: the Command Interpreter and the
Command User Interface. The Command Interpreter implements the MISS System Test and Operations

Language (MSTOL) which is the language through which users may control their payloads. The MSTOL
includes features for modifying and uplinking commands, for accessing telemetry data, and for performing

conditionals and loops. The Command Interpreter will accept MSTOL directives interactively or from a

script file. The Command User Interface is the user-friendly windowing interface which allows the user to

interact directly with the Command Interpreter, query the Command Database, and edit MSTOL script
files. The MSTOL represents a significant improvement over the current PPS. The PPS provides mecha-

nisms for modifying and uplinking commands, but does not provide a scripting language for defining logic

to control a payload.

External Interfaces

A main menu interface is provided to allow the users access to the various subsystems within the MISS.

The main menu, along with the interfaces to each of the subsystems, use the X Window System as well as

the Open Systems Foundation MOTIF user environment to provide a consistent behavior throughout the

MISS application. From the main menu, the user has access to a variety of applications including building

and driving displays, commanding, building data sets, viewing the telemetry database, and accessing the

UNIX operating system. Taking advantage of workstation capabilities, the user may access any number of

these applications simultaneously and as often as workstation resources will allow.

Two other PPS components that are being replaced are the Command and Telemetry Databases. Each of
these databases are custom, in-house databases which describe the telemetry parameters that are available

and the commands that may be uplinked. These databases are being implemented with a commercial

Relational Database Management System (RDBMS). RDBMSs allow new information to be added to the

databases as it is required thus adding to the flexibility of the new databases.
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SUMMARY

This paper has introduced some of the methods, systems, and prototypes that have been tested for

monitoring and analyzing the data from several spacecraft and vehicles at the Marshall Space Flight Center.

For the HOSC infrastructure, the MISS provides a migration path to the state-of-the-art workstation

environment. Its modular design makes it possible to implement the system in stages on multiple platforms

without the need for all components to be in place at once. In summary, the MISS provides a flexible, user-

friendly environment for monitoring and controlling orbital payloads. In addition, new capabilities and

technology may be incorporated into MISS with greater ease. The use of information systems technology

in advanced prototype phases, as adjuncts to mainline activities, is useful to evaluate new computational

techniques for monitoring and analysis of complex systems. Much of the software described in this

document (specifically, HSTORESIS, DRS, DART, elements of the DRA, and software for the PPS and

the HSPP) is available with supporting documentation from the authors, and may be applicable to other

systems monitoring and analysis applications.
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BACKGROUND

We are truly living in the information age. Information systems in the

next century will transfer data at rates that are much greater than

those in use today. The reason for increasing data rates is simple.

All of us will be using sophisticated communication devices that require

large amounts of data sent to and from them, in as small of an amount of

time as possible, in order to maintain the user friendliness of these

systems.

Some of these systems of the future include high resolution

multi-channel television, high speed facsimile, high speed vldeotext,

and large volume data dissemination services. Business will use such

media for electronic mail, on-line libraries, financial reports, and

computer forums. The home user will benefit from these services for

entertainment, interactive shopping, and library services that include

electronic newspapers, publications, periodicals, and encyclopedias.

The users of these systems will be located in high density urban areas,

rural areas, and in some cases very isolated, remote areas. Independent

of where the user is located, it will be necessary to network users in

these different areas. Satellite based communication systems will play

an important role in networking these users, whether it be from a user

in one urban area to a user in another urban area, or whether it is from

a user in a more populated area to a user in a very isolated, remote

area.

A typical satellite based communication system is shown in Figure 1.

While data rates between a satellite and ground station can be expected

to be very large, the data rates between satellites can be expected to

be even larger. In addition to this scenario that will provide

transmission of data used for commercial communications purposes, NASA

has its own high speed data communications requirements. Figure 2

represents the use of tracking and data acquisition satellites to

deliver science and engineering data from various scientific spacecraft

to ground stations. These tracking and data acquisition spacecraft will

be connected together by "crosslinks" to enable the system to maintain

near continuous communication with low earth orbiting scientific

spacecraft. Again, the data rates that are transmitted between the

tracking and data acquisition spacecraft may be quite large.
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SOME TYPICAL DATA RATES

For NASA's data transmission requirements, studies have been conducted

on spacecraft that will be launched in the year 2000 and beyond. The

spacecraft that have high data rate requirements all have earth imaging

instruments on board. The raw data rates that these instruments are

expected to output range from about 700 megabits per second (Mbps) to

1300 Mbps. Other studies have been conducted to estimate the data rates

that will be required for the tracking and data acquisition satellite to

tracking and data acquisition satellite "crosslink". Most of these

studies indicate that data rates of 2 gigabits per second (Gbps) will

suffice for crosslink applications through the year 2010.

Similar studies have been conducted for commercial communications

applications. Some of these project that data rates of 600 or 700 Mbps

will suffice for the intersatellite communications link, while others

project that a rate of 2 Gbps is more realistic. When one considers

that a single high definition digital television signal can require

transmission at 650 Mbps or higher, the 2 Gbps estimates could be

extremely conservative.

MICROWAVE, MILLIMETER WAVE, OR OPTICAL

Microwave frequencies, that is those below 30 gigahertz (GHz), can be

considered for high data rate transmissions. As the microwave band that

could support the highest data rate is only about one GHz wide, this

would translate into its only being able to handle data at rates up to

one gigabit per second using conventional (quatenary phase shift keying)

techniques. Another serious drawback is that these frequencies are

allocated for services other than space communications. Radiolocation

and radionavagation services represent potential sources of interference

for systems using these frequencies.

Millimeter wave frequencies, those above 30 GHz, are suitable for high

data rate communication systems. There are frequency bands that have

been allocated exclusively for earth-to-space, space-to-earth, and

space-to-space applications. There is an additional advantage to using

some of the frequencies within the millimeter wave region. Figure 3

illustrates the typical attenuation through the earth's atmosphere for

frequencies from 30 to 250 GHz. Some frequencies, such as those around

60, 120, and 180 GHz exhibit an extremely large amount of attenuation

through the earth's atmosphere due to oxygen and water vapor absorption.

By using frequencies that have been allocated around these absorption

bands, space-to-space communication systems may be designed which will

have a near zero probability of being interfered with from sources on

the earth.

Optical communications technology is also very attractive for high data

rate communication systems. Extremely large amounts of bandwidth are
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available to serve practically any application. Earth-to-space and

space-to-earth optical communication systems present great challenges to

optical communications technology. The presence of clouds or fog, and

other atmospheric phenomena, make communications through the atmosphere

almost impossible except under the best of conditions.

There have been numerous studies conducted that have compared millimeter

wave with optical communication systems. The results of these studies

have often been biased depending upon the organization that has funded

the study.

In general, these studies have indicated that millimeter wave systems

have advantages over optical systems in that millimeter wave technology

Is more mature, and that pointing and tracking requirements for

millimeter wave systems are not as critical as for their optical

counterparts. Optical systems are more attractive from the aspect that

they require smaller apertures than millimeter wave systems for the same

data rate. The diameter of the telescope for an optical communications

system is often an order of magnitude less than the diameter of the

antenna that is needed for a comparable millimeter wave system.

These studies have usually indicated that the preferred system is a

function of data rate, with millimeter wave systems being the choice for

lower data rates, and optical systems being the choice for higher data

rates. The "crossover" frequency at which both types of systems are

equally attractive has been found to be anywhere between 50 Mbps and 2

Gbps.

As it is currently believed that both millimeter wave and optical

systems will share the burden of high data rate transfer in the future,

the Goddard Space Flight Center has been active in developing technology

for both systems. Many of the components, such as multiplexers,

demultiplexers, AGC amplifiers, and real time error performance

measurement systems are applicable to both millimeter wave and optical

systems.

TECHNOLOGY TO IMPROVE MILLIMETER WAVE COMMUNICATIONS

A typical millimeter wave communication system is illustrated in Figure

3. The high rate data modulates the millimeter wave carrier, and is

then amplified before being delivered to the (transmitting) antenna

system. The receiving terminal would most likely employ a low noise

amplifier to improve receiver sensitivity, down convert the millimeter

wave signal to an intermediate frequency (IF), and then demodulate it.

Goddard Space Flight Center's Microwave Technology Branch has been

active in developing millimeter wave technology for several years. The

frequency band of 59 to 64 GHz has been selected for intensive

development in that it makes 5 GHz of bandwidth available, and that this
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band has been allocated exclusively for space-to-space communications.

The 59 to 64 GHz band is also lower in frequency than some of the other

millimeter wave intersatellite bands, which makes component development
somewhat easier.

Modulator/Exciters

The modulator/exciter generates the millimeter wave (60 GHz) signal to

be transmitted, and superimposes the high data rate digital signal upon

it. The modulation technique that has been selected for the development

effort is quaternary phase shift keying (QPSK). QPSK was selected as it

represents a compromise between efficiency (the number of bits per

second that can be transmitted per unit bandwidth), and the technical

complexity of the hardware. It is also used by NASA in many space

communication applications.

As it was previously very difficult to directly modulate a 60 GHz

carrier, initial efforts consisted of generating a high quality 15 GHz

signal, modulating it, and then frequency multiplying the modulated

signal by 4. This was a satisfactory approach, however, a large amount

of power at 15 GHz was required due to the poor efficiency of the times

4 multiplier. This technique had one other disadvantage. The effects

of any non-linearities in the modulation process at 15 GHz were

multiplied by four in the frequency modulator.

With the advent of high performance, high speed schottky switching

diodes, an effort was initiated to develop a modulator/exciter that

would directly modulate a 60 GHz carrier. A Gunn oscillator, integrated

on a quartz substrate with a coupler and a harmonic mixer, was phase

locked to a 15 GHz source, which was then phase locked to a 2.14 GHz

high stability source. The modulator was constructed using microwave

integrated circuit techniques on a sapphire substrate. The resulting

component was a modulator/exciter, with less than two degrees of

non-linearity, capable of handling 2 Gbps of data on each channel, for a

total of 4 Gbps.

Solid State Power Amplifiers

Early Goddard efforts concentrated on the silicon IMPATT (Impact

Ionization Transit Time) device, and circuits that would combine the

output power from multiple IMPATTs to realize higher output power. The

silicon IMPATT was chosen as there was extensive reliability data on

these devices, and mean device lifetime was a direct function of the

operating temperature of the device.

A breadboard amplifier was developed that combined four IMPATTs in the

output stage, and delivered 4 watts across a 2.5 GHz band centered at 60

GHz, with an input power of 4 milliwatts. This represented the first

time ever that high power double drift IMPATT diodes were successfully

used in a broadband stable amplifier. A second effort was undertaken to
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combine 16 "off-the-shelf" IMPATTs using a novel radial line combining

technique, to deliver I0 watts of power. Although 60 GHz combining

efficiencies of over 90% were demonstrated, the completed amplifier

exhibited a DC to RF efficiency of slightly less than 6 percent.

An effort is underway to develop a solid state amplifier with at least

10% DC to RF efficiency at the I0 watt level. To accomplish this, the

output from eight Gallium Arsenide IMPATTs are being combined in a

special low loss waveguide combining structure. Since the initial

silicon IMPATT activities, much has been learned regarding the

reliability associated with high power Gallium Arsenide devices, and

Gallium Arsenide IMPATTs now deliver more power per device, at higher DC

to RF efficiencies, than their silicon counterparts.

Beam Waveguide Transmission Systems

Connecting a transmitter/receiver to a millimeter wave antenna system is

a formidable problem. Coaxial cable, useful at RF and lower microwave

frequencies, cannot be considered for millimeter waves, due to the high

loss. Waveguide, which is much less lossy than coax, is also

impractical for long transmission lines. The standard waveguide which

is used at 60 GHz has a loss of 0.07 dB per inch. This means that half

of the received or transmitted signal will be lost for every 3.6 feet

that the signal travels through such a waveguide.

To permit the transmitter/receiver to be located up to several meters

from the antenna feed, beam waveguide technology is being investigated

as an alternative to conventional waveguide and rotary joints. Although

final measurements have not been made, an engineering model beam

waveguide transmission system for 60 GHz has been fabricated which

consists of mirrors, a motorized system that can slew on two axes, and a

six port network for interfacing with the antenna horn.

Low Noise Receiver Technology

Before the advent of low noise amplifiers that operate at 60 GHz, it was

envisioned that a low noise mixer front end receiver would interface

directly with the antenna system. To realize small size, light weight,

high performance receiving subsystems, an integrated receiver approach

was taken. A low noise crossbar stripline balanced mixer was integrated

with a phase locked Gunn local oscillator and a harmonic mixer on a

single quartz substrate. A wideband low noise IF amplifier was

fabricated on a separate substrate, and the necessary phase lock

electronics and frequency source was fabricated in a separate miniature

package. This technology still represents the basic configuration that

will be used to down convert a 60 GHz signal to a lower IF for

demodulation.

One of the first technologies investigated to improve the sensitivity of

the mixer front end receiver was the
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Superconductor-Insulator-Superconductor (SIS). This device, when used

as a mixer, offers potential conversion gain, requires extremely low

amounts of local oscillator power, and offers potential sensitivities

near the fundamental quantum limit. Unfortunately, the device only

operates at extremely low physical temperatures. The unavailability of

long lifetime closed cycle refrigerators for spacecraft use, plus the

availability of a new semiconductor device, the High Electron Mobility

Transistor, has shifted attention away from the SIS for spacecraft

applications, at least for the future.

Three terminal devices were also investigated as a means of improving

receiver sensitivity. An effort was undertaken to improve conventional

GaAs MESFETs (Gallium Arsenide Metal Semiconductor Field Effect

Transistor) by shortening the gate length, decreasing the gate

resistance, and decreasing the gate capacitance. While good results

were obtained at 60 GHz, a new device became available which exhibited

even better performance in terms of sensitivity. This device, the High

Electron Mobility Transistor (HEMT), has become the best device for

achieving low noise gain at frequencies up through about 90 GHz.

Considerable effort was spent in developing state-of-the-art devices and

circuits. Single, two, and three stage amplifiers were fabricated and

tested. The resulting amplifiers are capable of improving the

sensitivity of the previously developed mixer front end receiver by a
factor of about five.

TECHNOLOGY TO IMPROVE OPTICAL AND MILLIMETER WAVE COMMUNICATIONS

Goddard's Microwave Technology Branch has also been developing high

speed electronics that are applicable to both optical and

microwave/millimeter wave communication systems. These electronics are

used for multiplexing data from several sources, encoding the data for

transmission, adjusting the received signal levels, recovering the data

and clock signals, and providing a means of measuring the performance of
the system in real time.

Figure 5 represents the electronics that are associated with either an

optical or a microwave/millimeter wave system. The multiplexer combines

digital data from several sources. The multiplexed signal is then

encoded. Optical systems are being designed which use a pulse position

modulation format. This is critical to optical systems to limit the

average power from the laser transmitter, while keeping the ratio of

peak to average power as high as possible. An automatic gain control

(AGC) amplifier is used to adjust the received signal to deliver a

constant output to the bit synchronizer. Such adjustments are necessary

due to fluctuations in input signal from the pointing, acquisition, and

tracking system associated with the optical telescope, or the millimeter

wave antenna. The bit synchronizer recovers the transmitted data and

clock. The data can then be demultiplexed to reconstruct the original

sources. A pseudo random code generator and bit error detector provides
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a means of measuring the real time performance of the system.

Communication electronics components that perform all of the above

functions have been designed for an optical system that operates at 50

Mbps and an optical system that operates at 650 Mbps. Components have

been fabricated and tested for a breadboard system that operates at 50

Mbps. These components include a binary pulse position modulation

encoder, an AGC amplifier, data detection filters, and a bit

synchronizer. Development in this area has used conventional emitter

coupled logic and complementary metal oxide silicon (CMOS) logic devices

for the components that operate at 50 Mbps. To operate at 650 Mbps,

high speed Gallium Arsenide devices are used with fabrication

implemented on multilayer printed circuit boards.

POTENTIAL COMMERCIAL APPLICATIONS

All of the technology previously described has commercial applications.

While the components developed for space-to-space communications at 60

GHz may not have specific commercial applications, it is very possible

to modify them slightly for operation at different millimeter wave

frequencies. This would enable them to be used for extremely wide band,

high data rate transmissions over short to moderate (line of sight)

distances. The local networking of several high speed computer centers

is one possible application.

To serve the remote user in an isolated area where conventional hard

wired or fiber optic facilities would be prohibited, microwave and

millimeter wave systems would enable the user to receive large

quantities of high rate data in short periods of time. Such a system

could also be interactive, or bi-directional, allowing the remote user

to transmit either low data rate requests or large volumes of data at

high speed to another location.

The high speed communication electronics work is also directly

applicable to commercial users. Much of this technology is just as

applicable to fiber optic transmission as it is for transmission through

the atmosphere. High data rate terminals could be developed that would

allow local transmission of high data rates between multiple nodes.

Such systems could be built with adequate margin to operate over short

distances in the presence of moderate precipitation. If these margins

are not incorporated into the system, use of the system could be

restricted to periods when precipitation or fog are not intense enough

to preclude accurate transmission of data.

The use of high data rate communication systems will become increasingly

important in the future. Sophisticated communication devices of the

future will require it. Increasing costs of transportation will make it

economically desirable. Uses of these systems will only be limited by

the imagination of the system designers of the future.
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Introduction

Due to the diversity of computers, operating systems, management systems, networkprotocols, etc., NASA
space scientists have to learn many different access methods ".morder to obtain data..For.e ,x_pl.e,.in
I_ASA's Space Astrophysics Program, Astrophysicsobse^rvatones su_ a_ me lnmrnauon_. ,_u.l._a_ote_
Explorer (IUE), Hubble Space Telescope, Gamma Kay uuservatory ttJKu) etc., genera-y nave uuc L,
more data centers for the analysis and distribution of data. The heterogeneity of its data centers makes
Astrophysics multi-mission research almost impossible.

The Distributed Access View Integrated Database (DAVID) System, which is the subje_ ofoth_,-

paper, is a solution to the problem. See Figure 1. The DAVID System I_..aeen aaoptea .oy r_A._A S
Astrophysics Division for their As.trop.hysics Data System andrepresents oneot Uaem,.ostextenstve n.at.mn_
testbeds of heterogeneous distributed computing systems. Although me tJAvtt7 _,yscem was ortgmauy
built to uniformly access databases, it ._ currently bem_g _neralized.to. other ob!ect V__..ssuchui _
spreadsheets, nnages, man.us.c.n.pts_,gralpmcs, etc :'r_c_.vA.v _u) sonware ts m me procr.,aaot uv-,t_ ,_,
by the private sector tor aaopuon oy omer _,,_,,_ _ptm_.

The DAVID approach to the heterogeneous distributed systems problem is at four levels. See
Ftgure 2. At the lowest level, we develop umversal object type management systems to provide uniform
access to heterogeneous database, _,La_es, spreadsheet, manuscri'pt, etc_ m_a_.agementsystteoa_tg_ e
.... nrl l,-v,-I w_ elo_velnn "l'u3ok" and kit mana2ement systems to prowae unuorm a_z_ tv ?t_t_:
_:_._" _'_:'_h"i_.t'_"At_he--t_rd level we devel_v "fibran"es"to provide uniform access to a toc_ _ea
ne't_vorks'o_coW_n'vuter"s"co--ntaining "books", "kits', and other data objects. At the fourth level, we devetop
consortiums of libraries to provide access to sets of libraries.

An outline of the paper is _ fo_ows. In S.e_ti."on.1, we outline tiff heterogeneo_ components_f
the Astrophysics program. InSectto.n 2, We oescribe _e _orar_, aria _..orar_/..._jusoru.kumo_w_.;v_rs_
r_Axrl'rA ..... _.1_ I,i _*.rtlt_n "A ute. cli£CU_ ugle I_OOKS ana lqdt5 level. In ;_eCtlon*, w¢ u¢--_ t_ _ _-._

_ec" t_'_t_an"_agemen'tSys_e'm le-'vel.In Section 5, we expl_ the relation of the DAVID. project ._th
the Small Business Innovative Research (SBIR) Program. we concmae me paper m _ecuon o, wtm a

summary.

The Heterogeneous Astrophysics Program

NASA's Astrophysics program provides a good example of the system heterogeneity problem. We briefly
outline some of the heterogeneity.

The Infrared Processing and .A_d_ Center (IPAC) at .C_" ornia"I_tituteof Tec_oologY mm_tegreS
data from infrared sensors such as me tmrarea _atemte (IR._}. WAt_ has _y_r aria _u_ . _p _. ?
Cyber and Unix Operatin_ Systems, IM/DM database, m anagements_tem, ano mte_e t a__a__ec_e_
communications. The data includes IRAS observation logs toatao .a___J,,tttA_ pr.oauas (¢a.taoascs),+_o
imagery (images), IRAS spectra (spreadsheets), IRAS documentauon (manuscrtpts}, ana 1t¢_ sonware.

The Smithsonian Astronomical Obse_r_tory (SAO) at Harvar.d .Universi_ marquees d_ta ofrom_
high-energy sensors such as the Einstein or High-Energy Astrononucal umervato.ry (.rxr._). _,_,
VAX, Sun and Cyber com_uter_ VAX/VM.S an.dUnix Op_dra"._I_eineSol_rva%m_tg_m/at nt.
system, and lnternet ana tTec _et comm_mu,cau..ons.,t n© _ m_,..,:_,y ..... • .... =_._,o_
l_asesL Einstein products (databases), Einstem nnagery (nnages), r_ms[em specua _-p_a_-_,os,
Einstein documentation (manuscripts), and _in_qem sottware.
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The International Ultraviolet Explorer (IUE) Regional Data Analysis Facilities (RDAF) at the
Goddard Space Flight Center and at the University of Colorado manage data trom the International
Ultraviolet Explorer mission. The RDAFs have VAX, Sun and IBM computers, VAX/VMS, Unix, and
IBM Operating Systems, Ingres, IBM database management system, and Internet and Dec Net com-
munications. T_e data includes IUE observation logs (databases), IUE products (databases), IUE spectra
(spreadsheets), IUE documentation (manuscripts), and IUE software.

The Space Telescope Science Institute (STScI) at the John, HopkinsUniversity manages davta_f_
the Hubble Space Telescope (lIST). The STScI has VAX ana _un ano t_yt)er compmers, v_/
and Unix Operating Systems, Syba.se and Brit.ten;Lee database management s_m_.,and Inaternetsaend
Dec Net communications. The data mcmoes Hbl oDservailon lOgs _.oalaoases), ra_l p,ouu_t_ _uatctua_ /,
HST spectra (spreadsheets), HST documentation (manuscripts), and HST software.

The National Space Science Data Center (NSSDC) at the Goddard Space Flight Center manages
data from a number of astrophysics and non-astrophysics missions. The NSSDC has VAX, Sun, IBM, and
Cyber computers, VAX/VMS, IBM .and Unix Oper_ingSystems, Ingr.cs, Oracl_ Syb_e and,Br_ten-.Le:e
database management systems, and lnternet aria L)e.Cr_et commumcat_ons, lne oaLa mc_uuc- ,,!_:,-
mission observation logs (databases), data products tuatabases), spectra tspreansneets), aocumemauon
(manuscripts), and software.

Libraries and Library Consortiums

The DAVID approach, models a local area network as a library and a set of local area networks as a
consortium of libraries. See Figure 3.

Each local area network of computers is modeled as a libra .ryin which each of the machines ira
"room" One particular room, the "main room", serves as a gateway into me uorary, w n.enone logs on to
the ma_ room and enters the command "dlib",one gets the Library Directory menu wmcn teans me user
to the Main Room (described below), Tutorials, Reading Rooms (computers for library holdings), Per-
sonal Library Rooms (computers for user holdings), and Management Rooms Menus (computers for
staff holdings).

When the Main Room option is chosen, the user sees the.Main Room Menu. _This consiSteSnOef
submenns for Administrative Desk (library cards, bulletinooara, man, pnone, suggesuons, etc.7, r_c_c_
Desk (names, phone and forms to reference librarians), Library Catalo_ue (database of local library
holdings), Circulation Desk (forms for borrowing off-line holdings), Reproduction (forms for reproducing
off-line holdings and software for reproducing on-line holdings), Union Library Desk (access to union
catalogues and'facilities for consortiums), and Remote Libraries Desk (access to remote libraries).

A local library may be a member of one or more consortiums of libraries. A library consortiums
is a organization of ]participating libraries which share each other's resources. One of the functions of a
library consortiums ts to provide a union catalogue of all of the holdings over all of the member libraries.
A user can access a union catalogue of a consortium and determine which member has the holding. He
can then ask his local library to help him obtain obtain access to it.

For exam le. in the Astrophysics_. examvle, the library,, representing,,. the Center, For Astrophysics." n
(CFA) could b_ong to several consortmms, for example, X-Ray _, High-Energy, Astrophysics, a d
"Multi-Disciplinary. Then if a user at CFA wants a holding not at CFA he can consult one or more of
the union catalolgues of the different consortiums. He would then locate the holding and ask his local
librarian to obtain access to the holding.

Books and Kits

The DAVID approach, models an aggregate of relate data as a book and a kit.

A book is an aggregate data structure which is divided into logical units called chapters and physical
units called components. An example of a book is given in Figure 4. for the Book of IUE Observations.
Here each chapter represents one of the 80,000 observations taken by IUE. The IUE book has as
components- a title page (manuscript), a preface (manuscript), a table of contents (database), chapter
components including- observation aescriptions (manuscript), proposals (manuscripts), literature refer-
ences (database), raw image (images), extended-line-by-line spectra (spreadsheets), observation scripts
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(images), indexes including object id, object class, rectangle. In addition, each of the index components
has a thesaurus/dictionary database. Another example of a book is the IUE Software Tool Book where
each chapter represent one of 900 software programs written expressly for IUE data. A t_.d e,xan_ple is
the Local Library Catalogue Book where each chapter represents one ot the holdings at me Jocal area
network.

A kit is an .a_gregate data structure which is just divided into physical units called components. An
example of a book is $iyen in Figure 5. for _c IUE Software Too,is kit for m ana_.._gI£E s of_..:ar_ Tnht¢
IUE Software Tools kit has as components- a flue pa_e _m.anuscr_.pt.),a preface tman_,,pt), ,_.q ,,?,_,,,,,
document (manuscript), users guide (manuscripts), high-level design oocument (manuscript), system
administrators guide (manuscript), users comments (manuscript), reference manual (book), low-level
internals (book_, installation (book), sour_ c._l.e. (book), object.code (book_ _stm_..plLa_r_reOOsek)n_:nd
software tool (book). Another exampte ot a ratts an Astrophysics t_ese_ nat w,,,_ _t,_. ..... ,_
Research problem in Space Astrophysics and whose components are suorats each representing a but,-
problem of the original problem.

Universal Object Type Management Systems

The DAVID approach, make use of universal object type management systems.

A Universal Object Type Management system allows one to retrieve, read and operate on object
of a particular object tvg¢ independent of the subtype and internal format. Figure 6. contains examples
_¢ ,,t,_,,.,.tt_,_ f,_ _hi,'_'-niversal object tvoe management systems are important. For example, a universal
data_se m':_aag'e'm"entsyst--"-em allowsone t-'ooperate on databases independent of the type (e.g., relational,
hierarchical, and network) and internal format (e.g., Ingres, IM/DM, Sybase, IMS, etc.). A universal
manuscrint management system allows one to operate on manuscrivts independent of the type (e.g.,
structurecl, unstructured) and internal format (e.g., ASCII, Tex, Trof_, Word Perfect, etc.). A universal
image management system allows one to operate on images independent of type (e.g., level 0, level 1)
and internal format (e.g., TIFF, FITS, IRAF, etc.).

DAVID And the SBIR Program

The DAVID project has made strong use of the Small Business Iunovatve Research (SBIR) Program. A
number of successful SBIR projects are described here.

Heterogeneous Network Access by Digital Analysis Corporation of Reston, Virginia. The purpose
of this project was the development of a u_f."oral layerthat _ beput o.n top ofhetc_rogencOe_rvineCet:ork
alternatives such as TCP/IP, DEC Net, mt _et, etc. r_.acnsuonet pro,does oas,c avtwu,_. _, _,,._ o
hops between subnets are handled by servers at the gateways.

Heterogeneous Interface Building by K. Wan derman and..,A;s_...'atesof Staten Islan_ New York2
The purpose of this project is the devel0pment.a "so.n_v_e that,owm,ia.cm.__at_eoaevctopmfin[oz,mt_cr_n.t
database management systems and arbitrary rues mto me r_,,,,_,'_ucvctuy?, u u_,v_i_,_.,.,atau,_. _..a e
_7,:-_,t q_t,.,; The.._'ftware will be ulavifig a central role in the establishment ot major repository ot
_,_ronom_"cal"C-atal"-og,ues a-"tthe NSSD_2. --_

Universal Index Management S_.ms by.Adv.an.cedCommuni_tion Te.clmology Incorpor_edo!
Silver Spring, Maryland. The purpose of this project xsthe oevetopment ot a umversal maex managcInC t
system. The software will allow users and system builders to _coustruc! mdexes of differen.t type_v_lnl_e
two, three dimensional, etc) and different formats.(B-trees, R-trees: n.asn_etc.)_lne sonware e
playing an important role in speeding up access ot data m the Astropnystcs uata bystem.

Universal Software Tool Management Systems by HSA Incorporated of Sugar Land, Texas. The
purpose of this project is the development of a universal software tools mana/gement system for managing
software over distributed systems. Each software tool is represented as a kit m a similar way that the IUE
Software Tools Kit above was described. The software will be playing an important role in the management
of software in the Astrophysics Data System.

141



IUE Software Tools Kit/

Legend

p_ memKrlpt

obtect

N=

_ D
P,lllC

D_D__D
R£_R[MEN_ V_ _LE_ S'_ U_ L_I_R[

DOCUkENT GUIDE DE_IIG_I ADMMSTRATORS (_)MME3_ RI3_'_qEN_
_UMENT GUIDE:

LOtF-LE'_ INSTJUwkTIOH
II_IU_L HTI_Itq.S BOOK

IIOOK BOOK eO0_ BOOK BOOK

Figure .5.

Universal Obiect Type Management Systems I

database /older btflder to_let

portfolio olbum |ndexmet. aftol

audlovilualm _dal)et boekset k/tu_

thinktonk c_gregata

Figure 6.

142



Universal Object qDjqpeManagement Systems by REI Associ..'ates of McLean, Virginia. The pl.ur_os_
of this project is the development of a management system for buildix_.g o_er mana_emen.t systems, ac
management system is represented as a kit which contains retrieval sottware tools and request server
tools. The software will be playing an important role in the development of other Universal Object Type
Management Systems.

Universal Book Management Systems by Advanced Appfications Corporation of Potomac, Mar-
yland. The purpose of this project is the development of a finiversal books managem.entsys!em for
managing book objects. Each book is represented m a similar way that the IUE Obsery. atlon BOOKaoove
was described. The software will be playing an important role in the management of data m the Astroplaystcs
Data System.

Summary

The Distributed Access View Integrated Database (DA .VID) System, w_ch has been adopted by
the Astrophysics Division for their Astrophysics Data System, Is a_solutton tothe, system neterogenelty
problem. In Section 1, we outlined the heterogeneous components otthe Astropnys_cs promem, tn _ecuon
2, we described the Libra,. and Library Consortium leve.lls of the DAVID a_[_roach_ In S_tion 3, we
discussed the Books and Kits level. In Section 4, we described the omversm uoject type twanagemem
System level. In Section 5, we explained the relation of the DAVID project with the Small Business
Innovative Research (SBIR) Program.
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Three-Dimensional Perspective Visualization

Kevin Hussey

Supervisor of the Visualization and

Earth Science Applications Group

Jet Propulsion Laboratory.

Abstract

It has been demonstrated that image processing/computer graphic techniques can provide an effective

means of physiographic analysis of remotely sensed regions through the use of three-dimensional perspective

rendering. This talk will explain the methods used to simulate and animate three-dimensional surfaces from

2-dimensional imagery and digital elevation models. A brief historic look at JPL's efforts in this field and

several examples of animations, illustrating the evolution of these techniques from 1985, will be shown. JPL's

current research in this area will also be discussed along with examples of technology transfer and potential

commercial application. The software is part of the VICAR image processing system which was developed
at the Multimission Image Processing Laboratory of JPL.

Narrative Talk Outline

I° Historic Perspective from 1985: How and Why we began work in 3-dimeusional perspective

rendering (3DPR).

A. JPL's Atmospheric Parameter Mapping Task were producing several 2-dimensional time

series animations of several atmospheric parameters derived from satellite data.

B. A primary visualization challenge was to simultaneously display multiple parameters like
percent cloud cover and cloud top barometric pressure.

C. The Animation _l'opo Follies" by JPL Scientist Dr. Mike Kobrick was produced in 1985.

This was the first 3DPR animation utilizing Kobrick's original ray casting program. It

simultaneously displays LANDSAT multispectral image data with a digital elevation model

used as the third dimension "Topo Follies" depicts a short flight around and through Death
Valley California.

D. The above technique was imported into the VICAR (Video Image Communication and

Retrieval) image processing software system, developed by JPL to support planetary

exploration, and applied to cloud cover and cloud top barometric pressure data. The

inverse of barometric pressure was used as the third dimension. Several 3DPR animations

of cloud cover and altitude have been produced.

II. Improvement of 3DPR capabilities: Improvements have come in 3 categories. The first to be dealt

with was ease of use (A thru D below), next came speed of rendering (E below) and finally the

quality of the rendering (F & G below).

A° Original FORTRAN code from Kobrick required fixed input and output image sizes along

with pre-computed "flight" parameter tables.

B, The VICAR version of render was re-written in C and allows variable sized inputs and

outputs. (Largest inputs and outputs used to date are: 20,000 lines by 14,000 samples input,

and an output image size of 3100 lines by 4200 samples). There are no set size limits.

C. Interactive "Flight" parameter selection software written: The program 3DI
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IV.

V°

VI°

(three-dimensional interactive) is used to select the viewing parameters. 3DI graphically

represents the parameters on a workstation display monitor and allows the user to change
them intcractivcly. Once satisfied with the changes, the user can preview the resulting

3DPR image as calculated from the actual input images to be used for the animation. After

previewing, the parameters and/or previews may bc saved for later application. 3DI is not
used to generate the movie frames because it works on a scaled down version of the original

input image and elevation data. This is done to greatly reduc_ the amount of processing

speed needed to generate the previews.

D. "L. A.: The Movie" was the result of the first application of 3DI and VICAR render. It's a

2 minute and 6 second flight simulation over the Los Angeles area using LANDSAT

Thematic Mapper data and digital terrain elevation data.

E° The "Pyramid" rendering algorithm: A major speed up. The new algorithm uses a multiple

resolution input image pyramid to improve rendering speed and quality. One scene,
rendered from a LANDSAT mosaic of California, took 4 hours and 44 minutes to render

before the pyramid algorithm was implemented; the same scene took only one minute and

30 seconds using an eight resolution level input data pyramid. This represents a speed-up of

189 times. In addition to the speed up, the animation quality was greatly improved by

reducing high frequency aliasing artifacts (sparkle).

F, Multiple Rays per pixel: For each pixel in the output image, several rays (instead of just

one) are extended from the "camera" through the output pixel and lengthened until they

intersect the surface defined by the elevation data. The rays, in effect, form a cone that
intersects with the surface. The area inside the "cone" on the input image are averaged to

produce the value of the output pixel. This technique also greatly reduces the amount of

high frequency aliasing artifacts (sparkle) which results in greater visual clarity.

G, Field Rendering: Doubling the number of computed fields per second nearly eliminates

gitter. A standard NTSC television signal is comprised of 30 frames per second. Each
frame is comprised of 2 interlaced fields. By computing and recording the 60 interlaced

fields per second instead of the 30 frames you can virtually eliminate the appearance of

objects gittering on the screen. This improvement has been incorporated into the 3DPR

software.

Current Research: Along with continuing to improve the ease of use, speed and quality of the 3DPR

techniques, we are adding additional capabilities to our 3DI program. These capabilities include the

ability to "interactively fly" over very large data bases under joy stick control and to interactively

perform basic analytical functions on user selected areas of the 3DPR images being displayed. (The

level of interactivity will be, in part, a function on the workstation being used.) Volumetric
visualization of oceanographic data is also currently being pursed in the 3DI context. This work is

being accomplished under UNIX in an X-windows environment.

Initial Technology Transfer: JPL to Syracuse Research Corporation (SRC). A task to transfer the

3DPR capability described above to private industry has begun. SRC is funding a portion of the
current visualization research taking place at JPL in return for a license to utilize the prototype

technology developed for commercial applications. The benefits to JPL are two fold. First, it

provides additional funds for research and second, SRC becomes an active participant in the

research, through their own independent development, and exhaustive testing of the new capabilities.

Conclusions: We've only just begun. Even though we've been working in the area of 3DPR since

1986 (at less than a one person per year effort) we only recently have received funding to proceed

with our planned improvements at a three-person per year level for at least 1991. We believe

adding interactivity, volume visualization and a built in analytical capability, will make the
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three-dimensionalperspectiverendering techniques described here a valuable contribution to

NASA's goal of providing scientists with the technology they need to understand some of the Earth's
problems.
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HIGH PERFORMANCE POLYMER DEVELOPMENT

Paul M. Hergenrother
Materials Division

NASA Langley Research Center

INTRODUCTION

The term high performance as applied to polymers is generally associated with polymers that operate at

high temperatures. This is somewhat misleading since there are many polymers that can be classified as high

performance materials that perform well in a hostile environment where the temperature is not high. For

example, polymeric separation membranes that are resistant to strong chemical action for long periods under
stress at ambient temperature or composite matrices on commercial airplanes that must perform over the

temperature range of -54 to 93°C for tens of thousands of hours under stress can be classified as high

performance polymers. There is no standard definition for high performance polymers because the
requirements and environments for different applications vary significantly. In this paper, high performance
will be used to describe polymers that perform at temperatures of 177°C or higher. In addition to

temperature, other factors obviously influence the performance of polymers such as thermal cycling, stress

level, and environmental effects (e.g. moisture, chemical and electrical action).

In regards to high temperature polymers, the worldwide market in 1988 was estimated at 205 million

pounds with a value of $2.3B (ref. 1). This market is expected to double by the end of this decade. New

applications for existing materials as well as the introduction of new polymers will contribute to this market

increase. High temperature polymers are currently available in many different forms such as adhesives,

coatings, composite matrices, fibers, films, foams, membranes and moldings. They are in use or are being
considered for use in the following representative applications:

O Electronic and microelectronic components (circuit boards, moldings, flexible cables, insulators,

coatings, wire wraps, etc.).

o Gaskets, sealants and tubing.

o

o

Binding systems in brake shoes, abrasive wheels and cutting discs.

Structural resins (adhesives, composite matrices, foams) for aircraft, space vehicles, and military

items.

o Jet engine components (fan blades, flaps, ducting, bushings, cowlings, races, etc.).

Nuclear reactor components (coolants, insulation,- structural parts).

Conveyor belts for treating and drying materials.

Pipes for chemical processing and energy generators.

Fire-resistant materials (protective clothing).

o Reinforcements (high modulus and high strength fibers and ribbons).

o

O

Ablators (thermal protection systems).

Automotive components (connecting rods, wrist pins, pistons, switches, electrical components).
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o Household items (nonstick interior and decorative exterior surfaces on cookware, irons).

Medical devices (prostheses, circuitry in bio-implants, dental instruments).

Copier machines (gears and picks).

This paper will discuss some recent developments at NASA Langley in polyimides, poly(arylene ethers)
and acetylenic terminated materials. Although our work concentrates on the development of technology for
aeronautical applications, primarily structural adhesives and composites, these polymers are potentially useful
in other applications.

DISCUSSION

Polyimides constitute a major class of high temperature polymers with a market value in 1988 of $550M.

Two principal uses of polyimides are films and moldings. Recent work in our laboratory on new polyimides
has been directed towards the development of adhesives, composite matrices, films and moldings. A
polyimide designated LARC-TPI (...Langley Research Center-Thermoplastic Pol_y_mide)as depicted in
structure 1 was initially prepared in our laboratories in the mid 1970s (refs. 2-5). Since the early work on

o o o
0 0

LARC-TPI, several advances have been made. For example, the molecular weight of the polymer has been
controlled and the molecules end-capped to provide a form with a lower melt viscosity (better compression
and injection moldability) and better melt stability than high molecular weight unend-capped LARC-TPI.
The properties of LARC-TPI are summarized in Table 1. The excellent retention of adhesive properties at
232°C after 37,000 hours at 232°C in air as well as the preliminary laminate properties are particularly
noteworthy. LARC-TPI has been ficensed and is available as a f'gng powder, and solution. This material
has been successfully developed into a form for injection molding.

An isomeric form of LARC-TPI designated LARC-ITPI and shown in structure 2 has been developed.

o o ,o
0 tn

2

The properties of LARC-ITPI are essentially identical to LARC-TPI. The advantage of LARC-ITPI over
LARC-TPI is the use of a less toxic diamine (m-phenylenediamine) to make the polymer and the potential
of lower cost. LARC-TPI is prepared using 3,3'-diaminobenzophenone, a diamine that exhibited a positive
Ames test (mutagenic).

A polyimide similar in chemical structure to LARC-TPI is polyimidesulfone (PISo2)The carbonyl group
from the diamine portion of the molecule has been substituted with a sulfone group by using
3,3'-diaminodiphenyl sulfone in place of 3,3'-diaminobenzophenone. The sulfone diamine is relatively
inexpensive and is non-mutagenic. The mechanical properties of PISo2 are similar to those of LARC-TPI.
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Anotherpolyimide designated LARC-CPI (_.LangleyResearch Center-Crystalline Poly_mide) as depicted
in structure 3 has also received considerable attention in our laboratories. The properties are summarized in

3

Table 2. The fracture energy as determined on compact tension specimens was extremely high due to the
generation of new surface area through cracks and yielding as the crack propagated through the specimen.
Films of LARC-CPI have been uniaxially oriented to give 25°C tensile strength and modulus as high as 448.1
MPa (65 Ksi) and 9.65 GPa (1,400 Ksi) respectively. The adhesive properties in Table 1 are impressive. To
attain high strength at 232°C, the bonds must be annealed to induce crystail;nlty in LARC-CPI. Further
work has involved molecular weight control and end-capping to provide a form of LARC-CPI that has better
compression moldability and faster crystallization rates than high molecular weight LARC-CPI (ref. 13). A
controlled molecular weight LARC-CPI has provided adhesive specimens and composites which exhibited
high mechanical properties at temperature as high as 232°C.

In the area of poly(arylene ethers), work in our laboratory has concentrated primarily on the
incorporation of heterocyclic units within the polymer backbone (refs. 14-16). In general, beterocyclic units
in poly(arylene ethers) provides a higher glass transition temperature, higher tensile strength and modulus.
Poly(arylene ethers) containing the following heterocyclic units have been prepared. These polymers

o Phenyl and substituted phenyl imidazole
o Phenylquinoxaline
o Ouinoxaline
o Benzimidazole

o Benzoxazole

o 1,3,4-Oxadiazole
o 1,2,4-Triazole

exhibit a unique combination of properties that classifies them as multipurpose materials. As an example,
the properties of a new poly(arylene ether) containing phenyfimidazole units as depicted in structure 4 are
presented in Table 3.

o.)II

- o n-
N NH

3/
C6H5

4

Several poly(arylene ethers) containing heterocyclic units such as the benzoxazole, oxadiazole,
quinoxaline and triazole are semi-crystalline. Crystallinity in a polymer generally yields higher modulus and
better solvent resistance than an amorphous polymer.
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Another approach to the development of high performance/high temperature polymers has involved the

use of the ethynyl or acetylenic group. This group has been placed on the ends of molecules, pendent along
the polymer chain and within the polymer backbone. Upon heating, it undergoes a complex reaction leading

to chain extension, branching and/or crosslinking. In some of our work on ethynyl containing materials, a

blend consisting of a low molecular weight ethynyl terminated aspartimide (brittle component) and an

ethynyl terminated arylene ether oligomer (tough component) was thermally cured to yield a resin that

exhibits attractive neat resin, adhesive and composite properties (refs. 17-18). The chemical composition of
the components in the blend are shown in structures 5 and 6. The blend exhibited good compression

moldability, allowing for the fabrication of neat resin moldings, adhesive specimens and composites at 250°C

under 1.4 MPa (200 psi). The properties of the moldings, adhesive specimens and laminates are given in
Table 4.

O O

0 0

5

0 0

6

C --CH

CONCLUDING REMARKS

The high performance/high temperature polymers discussed in this paper are representative of the type

of work underway at the NASA Langley Research Center. Further improvement in these materials as well as

the development of new polymers will provide technology to help meet NASA future needs in high

performance/high temperature applications. In addition, because of the unique combination of properties

offered by many of these polymers, they should find use in many other applications.
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Table 1 - Properties of LARC-TPI

Glass transition temperature: ~ 250°C
Density: 1.33 g/cc

Fracture energy (GIc): ~ 2600 J/m 2 (15 in Ib/in 2)

Unoriented Thin Film Prooerties at 250C (dded through 1 hr @ 300°C) 1

Tensile Strength, MPa (Ksi) 13.6 (19.7)
Tensile Modulus, GPa (Ksi) 3.72 (540)
Elongation, % 4.8

Ti/Ti Adhesive Prooerties [RT -4 343°C under 1.4 MPa (200 Psi)]

Test Condition

25oc

232°C

232°C after1000 hr@2320C
2320C a_erl0000 hr@232°C

232°C after 37000hr@2320C

Tensile Shear Strength, MPa (Psi)

42.6 (6000) 2

13.8 (2000)3

15.2 (2200) 3

24.1 (3500)3

24.1 (3500) 3

Unidirectional AS-4 Laminate Prooerlie._ 4, [cured through 1 hour @ 350°C under
~ 2.1 MPa (300 Psi)]

Flexural St., Flexural Mod., Short Beam Shear

Test Temperature, °C MPa (Ksi) GPa (Msi) St., MPa (Ksi)

25 1821 (264) 91.0 (13.2) 124 (18.0)

149 1628 (236) 86.9 (12.6) 81 (11.7)
177 1524 (221) 82.8 (12.O) 71 (10.3)

1Ref. 2

2Ref. 3

3Ref. 6

4Ref. 7

Table 2 - Properties of LARC-CPI"

Glass transition temperature: 2220C

Crystalline melt temperature: 350°C

Melt viscosity at 395°C at angular frequency of 0.1 red/sec: 105 Pa.sec (106 poise)
Equilibrium moisture pickup: < 1%
Dielectric constant at 1 MHz: 3.1
Solvent Resistance: Excellent

Fracture Energy (GIc): 6650 Jim 2 (38 in Ib/in 2)

Unoriented Thin Film Tensile Prooertias (Through 1 hr @ 300°C)

Test Condition Strength, MPa (Ksi) Modulus, GPa (Ksi) Elongation, %

25°C 151.7 (22.0) 4.34 (630) 8.3
25°C after 100 hr soak in 30% 139.9 (20.3) 4.07 (590) 5.0

aq. NaOH

1770C 104.8 (15.2) 3.72 (540) 21.1
232°C 35.8 (5.2) 1.69 (245) 76.1

232°C after 100 hr @ 316°C in air 57.9 (8.4) 2.35 (341) 9.6

Ti/Ti Adhesive Properties [RT -+ 4000C under 6.9 MPa (1000 Psi), hold 15 min @ 400°C]

Test Condition Tensile Shear Strength, MPa (Psi)

25°C 43.1 (6250)
25"C after 1000 hr @ 232°C 49.1 (7120)

177*C 31.1 (4510)

232°C 4.1 (590)
232°C after 1000 hr @ 2320C 18.9 (2740)

232°C after 100 hr @ 316°C in air 25.3 (3670)

"Ret. 12
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Table 3 - Properties of Poly(aP/lene ether imldazole) 3"

Glass transition temperature: 248°C

Fracture Energy (GIc): 4000 Jim 2 (22.9 in Ib/in 2)

Unoriented Thin Film Prooarties

Test Temp., °C Tensile St., MPa (Ksi) Tensile Mod., GPa (Ksi)

25 9.8 (14.2) 2.8 (407)

177 5.7 (8.2) 2.1 (306)
200 4.6 (6.6) 1.9 (273)

Ti/Ti Adhesive Prooerties [RT _ 300°C under 1.4 MPa (200 psi)]

Test Temperature, °C Tensile Shear Strength, MPa (Psi)

25 33,1 (4810)
93 26.2 (3800)

177 25.5 (3700)
200 21.0 (3050)

"Ref, 15

Elong., %

6.0
6.0

7.5

Table 4 - Properties of Resin from a Blend of Ethynyl Terminated Materials"

Glass transition temperature: 245°C

Fracture Energy (GIc): 675 J/m 2 (3.8 in Ib/in 2)
Tensile St.: 93,1 MPa (13.5 Ksi)
Tensile Mod.: 3.6 GPa (525 Ksi)

Elong. (break): 2.6%
Coef. Therm. Expansion: 36.8 ppm.PC

Ti/'Ti Adhesive Prooerties (RT --* 250"C under 1.4 MPa (200 psi), hold 0.5 hr]

Test Condition Tensile Shear St., MPa (Psi)

25oC 22.8 (3300)

25°C after 650 hr @ 200°C, air 17.9 (2600)
150°C 17.2 (2500)

150°C after 650 hr @ 200°C, air 20.5 (2975)
177°C 8.3 (1200)

177°C after 650 hr @ 200°C, air 18.6 (2700)

Upidirectional AS-4 Laminate Prooerties (cured 1 hr @ 250°C under 1.4 MPa)

Flexural St., MPa (Ksi) Tensile St., MPa (Ksi)

Test Temp., °C [Mod., GPa (Msl)] [Mod., GPa (Msi)]

25°C 1517 (220) [104 (15.1)] 1917 (278) [121 (17.6)]
150 1462 (212( [100 (14.5)] 1737 (252)[139 (20.2)]
177 1359 (197)[97,2 (14.1)]

*Ref. 17
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and
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SUMMARY

Based on fluorination technology developed during 1934-1959,and the fiber technology developed during
the 1970's,a new process was developed to produce graphite fluoride fibers. In the process, pitch based

graphitized carbon fibers are at first intercalated and deintercalated several times by bromine and iodine,

followed by several cycles of nitrogen heating and fluorination at 350-3700 C. Electrical, mechanical, and

thermal properties of this fiber depend on the fluorination process and the fluorine content of the graphite
fluoride product. However, these properties are between those of graphite and those of PTFE (Teflon).
Therefore, it is considered to be • semiplastic. The unique physical properties suggest that this new material

may have many new and unexplored applications. For example, it can be • thermally conductive electrical

insulator. Its coefficient of thermal expansion (CTE) can be adjusted to match that of silicon, and, therefore,

it can be a heat sinking printed circuit board which is CTE compatible with silicon. Using these fibers in
printed circuit boards may provide improved electrical performance and reliability of the electronics on the

board over existing designs. Also, since it releases fluorine at 3000 C or higher, it can be used as a material

to store fluorine and to conduct fluorination. This application may simplify the fluorination process and
reduce the risk of handling fluorine.

INTRODUCTION

Graphite fluoride is • product of elevated temperature fluorination of graphite. The graphite fluoride

powder has been studied extemively for several decades since it was first reported in 1934 (ReL 1, 2). The

original objective of the present effort was to use this old knowledge of graphite fluorination, together with

the new pitch-based graphitized carbon fibers (developed in the 1970's),to produce graphite fluoride fibers.

These fibers could then be processed with the currently available fiber technology to make thermally
conductive and electrically insulative products, which are useful in electrical or electronic industries for heat
sinking purposes.

During the process of conducting this reuarch, in order to reach the objective described above, the old

knowledge of graphite fluorination needed to be augmented, and further developmmt of the newly developed

carbon fibers is needed. Also, based on the electrical, mechanical, and thermal properties of the graphite

fluoride fibers thus obtained, many gpplicatiom in addition to heat sinking are believe possible. In

report, the fluorination process and its effects on the physical properties of the graphite fluoride fiber

products will be summarized, and the applications of the graphite fluoride fibers thus produced will be
described.

GRAIqlrrE FLUORINATIONPROCESS

Results of the study on grgphite fluorination during 1934-1959 indicated that after contacting fluorine gas
at 400-4600 C temperature range, the planar molecular structure of graphite crystal (Figure la) became

buckled, and carbon atoms were bonded to fluorine atoms covalently (Figure lb) (Ref. 1, 2).
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Figurelb showsthemolecularstructureof a perfect graphite fluoride crystal whose fluorine to carbon
ratio is 1.0. Such structure is seldom produced either in industry or in laboratory. This is because that, with

direct contact of graphite crystals, the fluorine gas will either react only with the carbon atoms near the

exterior region of the crystal at low temperature, or break the crystal structure in order to reach the interior

carbon atoms at high temperature. Consequently, the graphite fluoride thus produced has less fluorine than

carbon, and is structurally damaged.

In order to alleviate these problems, the graphite materials to be reacted with fluorine at high

temperature were pre-tested with chemicals, called intercalants, which interleave between the carbon layers,
to form an intercalated compound. The molecular structure of a typical intercalated compound is described

in Figure lc, in which bromine, the intercalant, is inserted into the space between the graphite planes. It is
believed that the intercalants help to "open" the structure of the graphite material for fluorine to reach the

carbon atoms near the center of the graphite crystal. This concept has been experimentally demonstrated

(Ref. 3, 4).

The above concept suggests that the quality of the final graphite fluoride products depends not only on

the graphite fluorination process, but also on the graphite pre-treatment process, or intercalation. The
intercalation needs to be as complete as possible in order to eliminate pockets or pristine graphite, which
would be the sources of structural damage, or defects, in the graphite fluoride fiber products. Also, the

choice of intercalants needs to be such that it causes the least structural damage during intercalation. From

the knowledge of graphite intercalation accumulated during the past 7 years of research at NASA Lewis
Research Center, it was determined that bromine and iodine are the best intercalants for this purpose (Ref.

5, 6). Details on graphite intercalation with bromine and iodine are described in references 6 and 7.

The reaction of fluorine at 1 atm pressure and graphitized carbon fibers has been studied detail (Ref. 4,

9). The fluorine used in this work was pure commercially available fluorine containing 2-3 _ N 2 and HF.

The effects of this impurity and the fluorine pressure on the fluorination process are not known. However, 1

atm HF was reported to react with graphite at 2500 C (Ref. 2). It may act as a catalyst in the fluorination
reaction. The fibers used in this work were mostly Amoco P-100 graphitized carbon fibers which contain

18% bromine by weight after bromine treatment. The P-100 fiber has interplanar spacing of 3.37J_ before
bromine intercalation and 3.39 A after bromine intercalation. Less graphitized carbon fibers were also used

in a few experimental runs. This study concluded that the optimum reaction temperature is in the 350-3700

C range for brominated P-100 fibers, and lower for less graphitized fibers. Also, the time needed for

complete fluorination can be reduced if 2 or more cycles of nitrogen heating and fluorination at this

temperature are conducted instead of a continuous fluorination process. It is believed that the nitrogen

heating process helps to clear the pathway for fluorine to reach the carbon atoms near the center of the

graphite crystals.

PROPERTIES OF GRAPHITE FLUORIDE FIBERS

The work done during 1934-1959concluded that graphite fluoride was an electrical insulator having
fluorine to carbon ratio of 1.0. However, the "complete fluorination" described in the last paragraph

produced an electrically insulative fiber having fluorine to carbon atom ratio of 0.68 to 0.72. Further
fluorination results in more structural defects but little increase in fluorine content in the products. The fact

that the graphite fibers described here are electrical insulators but have much less fluorine than carbon

suggests the formation of new carbon-carbon covalent bonds between the carbon atoms from the neighboring

graphite layer (Ref. 8). However, it may also result from isolate double bond regions which could not be

reached by fluorine during the fluorination reaction.

Some properties of the CF0.m graphite fluoride fibers were measured and are described in Table 1. It is

noted that, with further optimization, the structural damage to the fibers during the fabrication process could

be further reduced. Therefore, the thermal conductivity and the tensile strength of the fibers could increase.

The properties of pristine graphite fibers, graphite fluoride fibers, and fiber glass are compared in Table
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1. It shows that the fiber properties change significantly as the fluoride content in the fibers changes from 0
to 0.68. Using the process described, partially fluorinated graphite fibers having fluorine content between 0

and 0.68were also made. Further work concluded that partially fluorinated graphite fibers have physical
properties between those of the pristine graphite fibers and those of the CF0.a fibers described in Table 1.

The effect of the fluorine content on the fiber resistivity and the Young modulus are described in Reference

9. Quantitative study of the effect of fluorine content on the fiber CTE is time consuming and is not

completed at this time. However, a clear trend of increasing CTE value with increasing fluorine content is

observed. Also, after repeated experimental tests, the CTE value for the CFo a graphite fluoride fibers is
determined to be in the 2-7 ppm/e C hinge. For comparison, the pristine graphitized carbon fiber has a
CTE value of -1 ppm/e C.

The physical properties of CFt_ described by previous scientists (Ref. 1, 2) were somewhat different from

those of the CFo.a fibers described in Table 1. This again demonstrates that the physical properties of the

graphite fluoride are strongly affected by the fluorine content in the graphite materials.

On the other hand, the physical properties of CFLo are similar to those of PTFE (Teflon), whose

chemical composition is approximately CF 2.

Based on the experimental results described above, partially fluorinated graphite fluoride described in the
report can be considered as a semiplastic.

Figure 2 shows the 9_ weight loss after a CFo.a fiber sample was heated in air at different temperatures

for 17, 24, and 192 hours. It shows that the weight of this graphite fluoride fiber sample changes very little

under 2000 C air, but decreases slowly and continuously if the air temperature is 3000 C or higher. Data
from ESCA and SEM's EDS suggest that the small amount of weight loss at 2000 C is not the result of loss

of fluorine, but rather is due to the loss of a small amount of oxygen impurity in the fiber. On the other

hand, the weight loss at 300 e C or higher is largely due to the loss of fluorine in the fibers (Ref. 10).

The electrical resistivity of graphite fluoride fibers, however, decreases from around 11H 0-cm to around

l(f t_-cm. However, the graphite fluoride fibers do not react with anhydride-type epoxy hardener. The

electrical resistivity of a composite made from such epoxy is found to be stable at room temperature and

pressure, and is in the same range as that of the graphite fluoride fibers which made the composite.

APPLICATIONS OF GRAPHITE FLUORIDE FIBERS

The application of graphite fluoride fibers in space industry are summarized in Reference 1I. Those

applications are based on the unique properties of the graphite fluoride fibers described above. These

properties, which can best be described as semiplastic, can certainly be used in other industries as well. As

with any new fiber material, many new applications of the graphite fluoride fibers and its composites remain
to be explored. However, some examples of the nonaerospace applications are described as follows.

Printed Circuit Board

Traditionally, the material used for printed circuit boards is fiberglass epoxy composites. Typically, it has
CTE value of 7-13 ppm/° C, and thermal conductivity of 03.-0.4W/M-°K.

The disadvantage of this CTE value is that it is somewhat different from the CTE value of silicon (3-7
ppm/e C). The CTE mismatch generates stress on the pins of the silicon chip. As a result, if the device is

operated over a wide temperature range, the joints between the pins and the board may crack, and the

device becomes unreliable. This is especially true in the more advanced designs, where the silicon chips are
large.

The disadvantage of the above described thermal conductivity value for fiberglass composites is that it is
very low. Therefore, heat generated from conducting electricity through the electronics on the circuit boards
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cause elevated device temperatures. Such high temperatures affects not only the electrical performance, but

aim the reliability because it enhances chemical corrosion, inteffacial diffusion, and again, CTE mismatch

(Ref. 12). This problem is especially true for the more advanced devices, where a large number of electronic

components are packed in a small area.

The above disadvantages may be partially alleviated by using graphite fluoride fibers to replace fiberglass.

For unidirectional graphite fluoride fiber-epoxy composites, the CTE and thermal conductivity values are
estimated to be in the 3-6 ppm/e C and 3-6 W/M e C ranges, respectively, along the fiber directions. These

values are better than those of fiberglass composites. In addition, further optimization of the fluorination

process should result in even better CTE and thermal conductivity values.

Adhesion between metal and graphite fluoride is a concern for the use of graphite fluoride composites as

a printed circuit board material. This property has not been studied in detail. However, letting a strand of

graphite fluoride fibers, CF_, be sandwiches between, and in direct contact with, two pieces of commercially
available titanium foil at 2000 C for 2 hours, some fibers were found to adhere to the foils. This suggests

that adhesion between graphite fluoride and titanium is possible. Using aluminum as the foil material and

repeating the same experiment, the same phenomenon was observed, but to a lesser extent. The adhesion
behavior observed here seems to be similar to that between metal and fluorocarbon as observed by Kid, et al

(Ref. 13). However, more work is needed to understand and characterize this phenomenon.

Another factor important to the design of printed circuit boards made from graphite fluoride fibers is
that the dielectric constant of the board needs to be low in order to allow signals to travel fast. The

dielectric constant of graphite fluoride fibers, however, is not known at this time. However, it is believed

that the impurities in the graphite fluoride fibers, i.e.,oxygen, bromine, and iodine,need to be removed in

order to have a product which contains no "conductive pockets" and, therefore, which has a minimum value

of dielectric constant.

Fluorine StoraRe and Fluorination A2ent

As described in Figure 2, partially fluorinated graphite fluoride losses fluorine if heated at 3000 C or

higher. This prevents such graphite fluoride from being used at high temperatures. However, this also

suggests that graphite can be used as a host material to store fluorine, and the partially fluorinated graphite
fluoride can be used as a fluorination agent. Large amounts of highly reactive and toxic fluorine gas can be

stored in the form of a solid, e.g.,spools of graphite fluoride fibers which typically contain 50% fluorine by

weight is easy to handle at room environment. Fluorine gas can then be released for use from this graphite
fluoride by heating it at 300 e C or higher. The fluorine release rate can be controlled by adjusting the

graphite fluoride heating temperature. An example of the possible use of this process in laboratory is to

study the effects of fluorination on high temperature superconductors (Ref. 14). However, application of this

process in industry, e.g.,etching of amorphous silicon and silicon nitride thin films (Ref. 15), remains to be

explored.

Other Avvlications

Some of the other applications of this new material that the authors believe possible are listed as follows:

A lubricant (Ref. 16)
The cathode material in lithium battery (Ref. 17)

Insulators for windings of alternators
Filler material which bonds to metal matrices to form a composite with strong traverse

tensile strength

CONCLUSION

Graphite fluoride fibers with a fluorine to carbon atom ratio of 0.68 or lower were fabricated at NASA
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Lewis Research Center. Physical properties of this material can be controlled to some extent by adjusting its

fluorine content. For CFo.a, the material behaves like a semiplastic. As with any new material, applications
of the graphite fluoride fibers remain to be explored. However, it appears promising to use this material to

fabricate heat sinking printed circuit boards which are CTE compatible with silicon. It also seems possible to
use the graphite fiber as a host material to store fluorine gas, and to use the graphite fuoride fiber a safe
fluorination ageut.
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Table 1 Physical properties of graphitized carbon fibers (P-100),.

graphite fluoride fibers (CF0._, made from P-100 fiber),
and fiber glass (S type)

Electrical

resistivity
(n-cm)

Thermal

conductivity
(W/X-'K)

Young
modulus

(Msl)

Longitudinal
tensile

strength

(Ksi)

Coefficient of

thermal

expansion

(ppm/°C)

Density (g/cm 3}

Graphite fiber Graphite fluoride Fiber glass

2.5 X 10 .4 1011 1014

300 II I.I

105 25 12

300 40 500

-1 2-7 3

2.18 2.5 2.5
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C) BROOMINE INTERCALATED GRAPHITE

FIGURE I - MOLECULAR STRUCTURES
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UNIQUE APPLICATIONS OF FLUOROEPOXY MATERIALS

Sheng Yen Lee
NASA Goddard Space Flight Center

INTRODUCTION

Teflon has become essential in our daily life both at home and in industry. The trade name Teflon

symbolizes a family of fluorocarbon thermoplastics that are known to have high thermal stability, good
low temperature properties, low surface energy, low moisture absorption, excellent electrical

properties, and particularly chemical inertness. Just because of its inertness and its high thermal
stability, Teflon processing is very difficult. There is no good method to cure or crosslink Teflon yet.

It has been a challenge to develop a fluorinated thermoset material with properties similar to Teflon

yet can be processed like regular thermosets. Let's imagine how nice it would be if our cars or boats
could be spray-painted with Teflon paint. Our war ships would last longer at much lower
maintenance cost and move faster without the nuisance of barnacle problem in the sea if they could be

painted with Teflon-like epoxy paint. Indeed, Griffith and his coworkers in the U.S. Navy have
worked hard toward this goal and have developed a basic fluorodiol structure from which a series of

fluoroepoxies and fluoropolyurethanes can be prepared (1, 2). Although there is still a long way
before we can see U.S. war ships painted with a fluoroepoxy paint, now fluoroepoxy resin may be

commercially available in pilot-plant quantities, and its attractive potential can be demonstrated by a

few unique applications presented in this paper.

Fluoroepoxy and curing agents. We at NASA are interested in this new material. We believe that

fluoroepoxy resin could be formulated to make a good moisture vapor barrier coating. The first

problem in formulating a fluoroepoxy material is to find a good compatible curing agent. Few
fluorinated epoxy curing agents are commercially available. Figure 1 shows the fluoroepoxy resin I

developed by the Navy and a few curing agents available that have been tried.

Fluoroepoxy I is a diepoxide functionally identical to the conventional epoxy resin. Its fluorine

content may vary with the perfluoroalkyi group, Rf. For this work, the highly fluorinated epoxy C8F

was generally used unless indicated otherwise. Fluorinated anhydride II was synthesized by the Naval
Research Laboratory. Like othcr anhydrides, it needs elevated temperature curing. Siloxane diamine

III, supplied by Silar Laboratories, Scotia, New York, could be made compatible with I-C6F at 50* C,
but the system is handicapped by the high sensitivity of the amine to carbon dioxide in air as well as by
the concern that the siloxane structure may compromise the low moisture permeation requirement.

Fluorinated diamines IV and V are laboratory products. Unfortunately they are either sluggish or

inactive in curing epoxy I. Polyamine VI is an adduct amine that can be conveniently prepared by

reacting epoxy I-C6F with an excess of ethylenediamine. The unreacted diamine can be removed

easily due to its relatively low boiling point. Curing with the adduct amine is equal to curing with

ethylenediamine except that the ethylenediamine is pre-tied to epoxy I to minimize the compatibility

problem. The liquid mix of epoxy I and adduct amine VI appears cloudy but compatible, and the
cured products are transparent. The adduct curing agent may be less than perfect for many

applications where more flexibility of the cured material is desired. Nevertheless, it gives room

temperature gelation and the cured products can pass the stringent outgassing requirement that
NASA emphasizes for space uses. Therefore, this paper presents applications basically using the

adduct amine VI as the curing agent.

An excellent moisture vapor barrier coating, Fluoroepoxy I-C8F and adduct amine VI were

formulated in stoichiometric amounts. For spray-coating, solutions of ca. 50% by wt. were made with

a solvent mix of 1,1,1-trichloroethane, THF, methylene chloride, and methanol in a ratio of

20/20/30/30 by volume. Spraying was done with compressed helium as a carrier gas to avoid gas

trapping as well as the appearance of orange peel which was observed when nitrogen was used. After
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room temperature gelation, curing was completed by heating at 80 ° C for 2 hours.

A low moisture vapor transmission rate is the key to a good moisture vapor barrier material. For the

determination of the transmission rate, fluoroepoxy films were prepared by spray coating. Solvent

trapping was a problem, a dilemma expected with a good vapor barrier material. To reduce trapping,

a quite volatile solvent system was developed as given above. Film thickness was built with multiple
light sprayings. Time was allowed for solvent evaporation between sprayings, and the curing

temperature was programmed to facilitate the solvent release. With these precautions, it was possible
to keep the 125 ° C vacuum outgassing level of the cured film at about 1.5% total weight loss. The
level could be brought down to 1% or less by baking the film at 100 ° C in order to meet the NASA
requirement.

The moisture transmission rates of the fluoroepoxy film and the films of a number of reference

materials were determined according to an ASTM method. The data collected are shown in Table 1.
Generally, the rates are inversely proportional to the fluorine content of the materials. The

transmission rate of the fluoroepoxy is higher than that of the highly fluorinated Teflon PFA and

Teflon FEP, but is only about one twelfth of that of the four polyurethane coatings/potting materials

popular in the market. Uralane and Conathane ENll are polybutadiene-diol based polyurethane and
are noted for their excellent moisture resistance.

Closely related to moisture transmission is moisture absorption. Three materials were compared in

the moisture absorption experiment conducted at room temperature and 97% relative humidity (RH).

The results shown by Figure 2 indicate the overwhelming superiority of the fluoroepoxy and

polyurethane ENll over epoxy Epon815/V140 (Epon815 and Versamid 140 in 50/50 ratio by wt.).

Plotting on a different scale in Figure 3 illustrates that the moisture absorption of the fluoroepoxy had

essentially leveled at 0.26% in 27 weeks, while that of ENll was approximately two times higher and
the difference increases continuously with time.

As adhesives to bond Teflon without any surface treatment. Teflon is non-polar, non-wettable, and
consequently non-bondable with adhesives if its surface is not pre-treated. Since Teflon is noted for

its chemical inertness, some special methods have to be used for the surface treatment. Up to now,

the primary method is dependent on a special chemical etching agent which is a solution containing
sodium-naphthalene complex. However, the reagent is corrosive and may be hazardous in use. In

many cases, it is undesirable or simply impossible to conduct such an etching operation on an object
to be bonded. Moreover, the etching action has to be drastic so that the Teflon surface can be
converted from being non-polar to polar.

After the conversion, the surface layer is so much different from the bulk of the polymer that the

molecular bond of the etched layer to the bulk of the plastic is seriously weakened. In fact, the layer
becomes a weak interface subject to moisture penetration and layer separation even when it is bonded
with a superb adhesive. The sensitivity of the etched layer to moisture makes it behave like an

effective humidity sensor (4). Its sensitivity to air, oxygen, and ultraviolet light makes it necessary that
either the etched Teflon be bonded without delay or be sealed from air and light in order to avoid

rapid degradation. In view of all these shortcomings, people in the field have long sought after an
adhesive that can bond Teflon or other fluoroplastics without any special surface treatment.

"Like dissolves likC is the old simple rule. The fluoroepoxy, like other epoxy resins, may be used as an
adhesive, and especially it may be good to bond Teflon which is also a fluorinated plastic. To test its

effectiveness, aluminum and Teflon PTFE rod adherends were made according to an ASTM method.

One set was bonded with the fluoroepoxy adhesive formulated stoichiometrically with fluoroepoxy
I-CgF and adduct amine VI, while the other set was bonded with a popular epoxy adhesive

Epon828/V140 (50/50 by wt.) for comparison. The adhesive tensile strengths shown in Table 2

demonstrate that to bond aluminum, the strcngth of the fluorocpoxy is only 60% of that of

Epon828/V140, yet to bond Teflon, its strength is 2 times that of the latter. The sodium naphthalene

166



etching of Teflon improves the bond strength of the EPOn828/V140, but only to a level 40% higher in
average than that achieved by the fluoroepoxy without etching. The strength gained by the etching

varied greatly with the degree of etching, and the etching led to a bond failure by separation of the
etched surface layer. In contrast, the fluoroepoxy adhesive offers a new convenient way to bond

Teflon without etching to achieve a considerable bond strength free from risk.

To verify the effect of the fluorine content, fluoroepoxy adhesives were prepared with fluorine content
varied from 56.4 to 45.9% by using fluoroepoxy I-C8F, -C6F, and -COF, with adduct amine VI as the

curing agent in stoichiometric amounts. The adhesive tensile strengths obtained in bonding Teflon
PTFE without etching are given in Table 3. The trend shown is that the strengths decreases only

slightly with the decrease of the F-content of the adhesives until the content drops to a level of around
46% where the bonding strength falls sharply to a value as low as that of the common adhesive

containing no fluorine. It is important to note that here the 46% marginal level is for bonding Teflon
PTFE which is a fully fluorinated plastic with the highest F-content of 76%. We have evidences to

indicate that the novelty of the fluoroepoxy adhesives is limited to the application to the highly

fluorinated plastics. For bonding Tefzel, a random copolymer of ethylene and tetrafluoroethylene

made by DuPont with a F-content of 54%, there is little advantage to choose fluoroepoxy adhesives

over a conventional adhesive (5, 6).

A new method to make thermosettin_ fluorovolymer foam.. Teflon has been widely used for electrical

insulation and as structural components due to its excellent electrical and other properties. For many

applications, Teflon and other thermoplastic fluoropolymer foams are particularly desirable because
they render reductions in weight, dielectric constant, and dissipation factor. There are many patented

processes to make Teflon foam. However, all of them require a minimum temperature of 240* C and

a pressure of up to 1500 psi or much higher. These methods employ volatile or chemical blowing

agents and nucleating agents which may leave undesirable residues in the foam products. The main
reason for the required extreme conditions is that the available thermoplastic fluoropolymers are

processable only at such high temperatures and the high temperature dictates the use of high pressure
to control foaming. Consequently, these requirements can constitute a prohibitive barrier to many

applications.

With liquid fluoroepoxy resins, regular epoxy foaming processes should be practical. Particularly a
new foaming method has been developed on the basis of a novel property of the fluoroepoxy
observed. The highly fluorinated epoxy compound made of I-C8F and adduct amine VI is viscous but

has minimal tendency to trap the air introduced in mixing the two components. In other words, the
usual vacuum deaeration step following the mixing step is easy and fast. Just as it is easy to get the air

out under vacuum, gas can also be readily dispersed in the fluoroepoxy compound under a moderate

pressure. Perhaps this may be attributed to the low molecular forces between fluorinated molecules.
It is this unusual property that offers a new foaming process for fluoroepoxy as well as other

thermosetting fluoropolymeric materials.

The process is simple. A chosen unreactive gas is dispersed at or near room temperature in the

fluoroepoxy compound before gelation by exposing the compound to the gas under a moderate

pressure. The compound gas will be trapped in the compound upon gelation. The gelled clear

compound will then expand to form a foamy or cellular structure when it is heat-cured to its

completion (3, 7, 8). The process is contrary to the common pressure potting method, which removes

trapped air and eliminates voids in the common potting compound by pressing the compound in a gas
chamber under a moderate pressure for a period of time or until gelation.

The depth of the gas dispersion in the fluoroepoxy compound depends on the type of the gas and the

magnitude of the gas pressure. The cellular structure may be controlled by the degree of gelation or
cure and the temperature programming in the heat-cure step. Generally, a pressure of 3 atmospheres

or 45 psi suffices to make a foam sheet 3 mm thick. The foam cell is essentially closed. The fact that
one has the freedom to choose any unreactive gas for foaming is practically a freedom to store a
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chosen gas in the cellular material. Air and nitrogen may be used for ordinary purposes. Oxygen,

argon, krypton, sulfur hexafluoride, and many others may be the choice when some special properties
from the gas may be desired. The stored gas will remain in the cell for a long time because of the low
permeation rate.

As a new antifoaming agent for epoxy material manufacturing and processing. The control or
elimination of the foam that arises in many industrial processes can be a critical factor in their

operation and their cost reduction. Antifoaming agents are therefore needed to inhibit and reduce
foam formation or to rapidly knock down foam (to defoam) when it occurs. The annual world market
for antifoaming agents probably exceeds a quarter of a million metric tons.

Antifoaming agents are widely used in the production of monomers and polymers, in the textile

industry, in the paint and latex industry and other polymer coating processes, and in the manufacture

and application of adhesives. In our investigation of copolymerizing the fluoroepoxy with Epon828, it
was found that the use of I-C8F in a very small amount could effectively break the foam bubbles and

cut tremendously the vacuum deaeration time in the preparation of the epoxy compound. Air

entrainment almost always occurs when the components of an epoxy compound are mixed either
manually or with a mechanical stirrer. The mixing is normally followed with vacuum deaeration to

remove the entrained air from the viscous liquid compound. The deaeration process is

time-consuming and involves fighting patiently with foaming-up. Any residual air in the compound

may be the cause of a weakened bond when used as an adhesive or a composite matrix, or may be an
electrical insulation failure when used for embedding or impregnation.

The antifoaming effect of fluoroepoxy I-C8F was tested with both commercial epoxy materials and our

laboratory formulated epoxy compounds as shown in Table 4. Evidently, I-C8F shows excellent

antifoaming effect when applied at a level of as low as 0.1 to 0.5% by weight in the epoxy compounds.

Many antifoaming agents are commercially available, but those which have little side effects are
limited for epoxy compounds. The novelty of the fluoroepoxy is that it is reactive and can

copolymerize with a conventional epoxy resin at the same time in the same way in forming an
inter-crosslinking polymer network. Consequently, the antifoaming agent is not a free additive left in

the cured material. Our experimental data indicate that as an antifoaming agent used only in small

amount, I-C8F does not have any adverse effect on outgassing property and adhesive strength of
either commercial adhesives tested or epoxy compounds formulated in our laboratory. Table 5 shows
the adhesive tensile strength data with and without I-C8F added.

It is reasonable to expect that fluoroepoxy resins can be used as an effective antifoaming agent in the
early stage of the epoxy manufacturing. It is known that foaming is usually a problem when excess

reactants or solvents are stripped. Also, the antifoaming application may not be limited to epoxy

processing either. A similar advantage will exist when the fluoroepoxy is applied to polyurethane and
other thermoset polymers' processing where the functional groups of the pre-polymers are reactive to

the epoxide. Their reaction will also tie up the fluoroepoxy to the crosslinked polymer network.

Conclusion. The four unique applications presented above are just examples to demonstrate the

attractive potential of the fluoroepoxy. There may be many other novel properties waiting to be
explored. Individually, epoxy resins and fluoropolymers are two known classes of important,

wonderful materials. Their "married" product, fluoroepoxy material, is bound to possess novel
properties. At this time, fluoroepoxy resin is still an exotic material in terms of cost. But when more

novel properties and applications are identified, increased interest in the material may create a market

demand that can make the fluoroepoxy cost effective. High tech competition is intensifying as we
march toward the twenty-first century. Today's exotic material should be seriously considered in
order to meet the future challenge.
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Material

TABLE i.

MOISTURE VAPOR TRANSMISSION RATES OF POLYMER FILMS

(ASTM D1653-72, at 33°C)

Av. film

F-Content thickness Transu. rate

% by yr. u (mtl) mg.u/(cm2.24h)

Remarks

Fluoroepoxy 56 0.045 (1.8) 0.101 Spray coating

DuPont Teflon PFA 72 0.045 (1.8) 0.018 290oC softening
FEP 76 0.045 (1.8) 0.011 240oC sodtening

Sol±thane 113/300 0 0.28 (11) 1.19, 1.28 RT 7 days cure

Uralane 5750LV 0 0.34 (13) 1.18 65°C I0 h cure

Uralane 5753LV 0 0.18 (7) 1.21 55°C 24 h cure
Conathane ENII 0 0.32 (13) 1.33 45°C 48 h cure

Note: Fluoroepoxy compound was formulated with I-CSF and adduct anine VI.
The last four materials are popular polyurethane coatings.

TABLE 2. TENSILE STRENGTH OF ADHESIVES
(ASTM D2095)

Rod adherend

Fluoroepoxy I Epoxy Epon
CSF/VI 828/V140

Strength, psi Failure node Strength, psi Failure node

Aluminun 3470±330 Adhesive 7030±258 Adhesive/co-
hesive

Teflon 640 ±48 Adhesive 330 ±16 Adhesive

Teflon, etched 912±180 (a)

(a) All failed by the separation of the etched surface layer. Strength
varied frma 710 to 1120 psi. Teflon PTFE eas used.

TABLE 3

ADHESIVE TENSILE STRENGTH OF FLUOHOEPOXY COMPOUNDS

IN BONDING TEFLON PTFE WITHOUT ANY SURFACE TREATNENT
(AS'I'M 2095)

Resin/Adhesive F-content in Tensile strength

the compound psi

Fluoroepoxy I-C8F 56.4% 550 ± 46
I-C6F 54.6% 601 ± 87

I-C6F/COF 50.2% 567 ± 163

I-C6F/COF 46.9% 610 ± 55

I-C6F/COF 46.7% 590 ± 78

I-COF 45.9_ 358 ± 51

Epon828/V140 (50/50)
330 ± 16

Note: All the fluoroepoxy compounds were foraulated stoichio-

metrically with adduct amine VI as the curing agent, and cured
at 80°C for 2 hours after room teaperature gelation. The F-

content of compounds I-C6F/COF was varied by changing the ratio

of C6F to COF.
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TABLE 4

ANTIFOAMING EFFECT OF FLUORODIEPOXIDES

Epoxy compound Fluoroepoxy
content by vt.

Number of rome-up
in vac. deaeratio-

EponS28/V140 (50150)

EPOn828/V140/C8F (4)
(5)
(6)
(7)

Epon828/TETA (14 phr)
Epon828/TETA/C8F (8)

(9)

Thermoset 321
Thermoset 321, +CSF

Scotchweld 2216
Scotchveld 2216, +C8F

Epon 828/TETA/C6F

.... )25

1.09q 112
0.55% 1
0.23% 4
0.10% 4

.... 13
0.23% 1
0.096% 1

.... 22
0.19% 1/2

.... 34
0.14% 2

0.23% 1/2

Notes:
1. Containers used in the experiments are PE cups,
180 ml size, 6 cm depth. Epoxy compounds weighed about
30 gas and took 2 cm or less in depth in the cup.
The number of foam-up means the cycle number of foaming
up to ther cup top and breaking it dovn.

2. V140 is Versamid 140. TETA is triethylenetetramtne.
Thermoset 321 and Scotchveld 2216 are the products of
Tbermoset Plastics and 3M Company respectively.
3. Fluorine content of the fluorodtepoxides:
C8F 58.6%; C6F 56.5%.

TABLE 5

ADHESIVE LAP SHEAR TENSILE STRENGTH

(ASTM D1002)

Epoxy compound Fluoroepoxy content Lap shear

by vt. psi
strength

Epon828/V140 (50150)

Epom828/V140/C8F

Seotcbweld 2216
Seotcheeld 2216, +CSF

--- 2390 ±

0.10% 2293 ±
0.50% 2599 ±

.... 3186 ±
0.20% 3036 ±

211

297
297

301
169

Wote: f_otchveld 2216 is a product of 3N Company.
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INTRODUCTION

Diamondlike carbon (DLC) films have generated interest due to the unique properties of the

material. The durable, smooth, adherent films are quite transparent and impervious to reagents

which dissolve graphitic and polymeric carbon structures. These amorphous films have desirable
characteristics similar to those of diamond, such as extreme hardness, high transparency (both at

visible and infrared wavelengths), high electrical resistivity, low coefficient of friction, and

chemical inertness. They do not, however, have the long range order of the diamond crystal

structure. Most importantly, DLC films can be deposited on surfaces at room temperature,

allowing a broad range of applications. At NASA Lewis Research Center, single and dual beam

ion source systems are used to generate amorphous DLC films, which have been evaluated for a

variety of applications including protective coatings on transmitting materials, power electronics

as insulated gates and corrosion resistant barriers. A list of the desirable properties of DLC films

along with potential applications identified at NASA Lewis and those focused DLC film appli-

cations presently being developed at Diamonex, Inc. are presented herein.

DUAL BEAM ION SOURCE SYSTEM AND DLC DEPOSITION PROCEDURE

A $0-cm diameter ion source with its extraction grids masked to 10 cm in diameter is used

to directly deposit DLC films. The ion source, developed for electric propulsion technology, uses

argon gas in the hollow cathode located in the main discharge chamber, as well as in the

neutralizer Iref. 1). After a discharge is established between the cathode and the anode, methane

(CH4) is introduced through a manifold into the discharge chamber. For the depositions
presented in this paper the molar ratio of CH 4 to argon was 0.28. This ratio was found to be

ideal for generating films at NASA Lewis. In these experiments the total ion beam energy is the
sum of the discharge voltage and the screen grid voltage and is around 100 eV. Typically current
densities at these conditions are 1 ma/cm 2 at a distance of 2.5 cm axially downstream of the grids

(ref. 2). Films are deposited at these conditions on Si and SiO 2 at deposition rates as high as

71 ]t/min to film thicknesses as great as 1.5 pm.
It is believed that the amorphous carbon films are produced under conditions where both

growth and sputtering occur simultaneously, increased sputtering may decrease the number of

graphite precursors incorporated in the films and hence improve film quality.
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In addition, Marinow and Dobrew (ref. 3) have found that active sites for nucleation are

created, and the growth and coalescence of the nuclei enhanced due to an increased mobility of
the condensing atoms when film structures are bombarded by inert gas beams. With these factors

in mind, a dual beam system was created by adding an 8-cm diameter argon ion source. This

system, shown in figure 1, was used to generate another set of DLC films. The 8-cm source, using
a filament cathode, was located at a 12 ° angle with respect to the 30-cm source and 25 cm from
the substrate. There was no observed interaction between the two sources or the ion beams
during operation.

The 8-cm ion source was used to direct a beam of energetic argon ions (200 to 600 eV) at a
current density of 25 #a/cm 2 on the substrates while the deposition from the 30-cm ion source

was taking place. The beams were approximately monoenergetic, however no mass selection was
attempted to determine species.

PROPERTIES OF DIAMONDLIKE FILMS

OPTICAL PROPERTIES OF FILMS

Shown in figure 2 is the spectral transmittance for DLC films generated using the single and
dual beam ion source systems. The 1500 _, thick dual beam film has greater transmittance at all

wavelengths when compared to the 1500 _ thick single beam films. Some thinner DLC films (800
to 1500 ]k thick) look clear to yellowlike in appearance and films thicker than 1500 _, usually look

brown. A DLC conformed complete cover coating can usually be obtained for films as thin as 500

_k. The 500 _ thick film presented in figure 2 has transmittance values greater than 90 percent at

wavelengths greater than 7000 _. It is the goal of a joint effort by NASA Lewis and Diamonex,

Inc. to obtain clear DLC films, I000 _k thick, with a transmittance of 85 percent at a wavelength
of 5000 _k (the peak of the visible spectrum). Diamonex, Inc. (90 Winsor Drive, Allentown, Pa.
18106) has been in a DLC film technology transfer program with NASA Lewis.

Figure 3 shows the results of some of the on-going studies at NASA Lewis using the dual
beam system to reduce the absorption at 5000 _ and hence improve the transmittance. Shown in

the figure is the transmittance at 0.5 #m (the peak of the visible) for a DLC film on quartz for

various dual beam gaseous deposition conditions. Figure 3 clearly shows that a higher trans-
mittance can be obtained by using the dual beam system where the second ion source uses

hydrogen gas. The role of energetic hydrogen in improving transmittance of the DLC rdm is still
under investigation.

The infrared transmittance of DLC films has been shown to be 100 percent transmitting in
the wavelength region between 2.5 and 20 #m. DLC films of controlled thickness have been

shown to improve the transmittance of Ge infrared optics (refs. 4 and 5). Because the index of

refraction (-..2) of DLC films is intermediate between Ge and air, a DLC coating is capable of

improving overall transmittance by reducing interface reflection losses. A DLC coating can also
be used to reduce reflection loses of Si. The high hardness of these films also imparts abrasion
protection to these infrared optical materials.

Listed in table I are values of H/C ratio, optical band gap, index of refraction, absorption
coefficient and solar transmittance for DLC films generated using the single or dual beam ion

sources. Certain properties are enhanced by using a dual beam system, mainly the solar

transmittance which is higher, as is the index of refraction, and a lower absorption coefficient,

when compared to the single ion source films. The optical band gap and density for the single

and dual beam system films are similar. Also listed in table I are values of resistivity, density,
and adherence. Since all of the NASA Lewis DLC films were processed in oil diffusion-pumped

facilities without the benefit of liquid nitrogen cryo-traps, even higher quality films might be
obtained by using a helium cryopumped facility.
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CHEMICAL AND PHYSICAL PROPERTIES

The DLC single and dual beam films were subjected to a solution of $ parts H2SO 4 and I

part HNO 3 (concentrated acids, by volume) at 80 "C for periods up to 20 hr. The rdms on
silicon were unaffected by the reagent. These results clearly indicate that the f'dms are far more

resistant to chemical etching than normal polymeric hydrocarbons or graphite. Dr. J.C. Angus

(ref. 6) measured the diffusion coefficient of Argon, trapped at the DLC f'dm/substrate interface,
to be less than I0 "Is cm2/sec. This value is I0 orders of magnitude (10 billion) times less than

conventional hydrocarbons or polymers. Thus DLC f'dms are one of the best known hermetic
barriers. This suggests the potential use of the DLC films u chemical and/or a diffusion barrier

for microelectronic or optical components.
Transmission electron microscopy at S0 000 X showed the films to be smooth and essentially

free of features. No pinholes or other defects were observed.
The adherence of the films on quarts was measured following the procedure used by Mirtich

(ref. 7). The adherence of the films generated with either the single or dual beam systems were as

good as the maximum adherence of the Sebastian Adherence TesterO used in the measurement

(Nf.fxl07 N/m 2 or 8000 psi). The film adherence was extremely high and frequently found to
exceed the cohesion of the substrate such that portions of quarts gave way with the f'dm still

intact.
Some films deposited with the dual beam on Si have been stored for I0 years and show no

visible signs of deterioration. Figure 4 shows a plot of the coefficient of friction for a diamondlike

carbon film sliding on steel as a function of relative humidity. For a humidity less than one

percent the coefficient of friction is very low, indicating a potential use of a DLC fxlm as a wear

resistant surface for inert or vacuum environments.
Scratch tests were performed on DLC films depicted on quarts by rubbing SiO 2 particles

(-.,80 pm) over the surface. Figure 5 shows the result of these tests. The DLC film protected the

quarts from the abrasive effects of the SiO 2 particles.
Table II lists the properties of diamondlike films and compares them to those of natural

diamond and polycrystalline diamond films (ref. 8). In a couple of categories DLC films do not

quite measure up to those of polycrystalline or natural diamond. For instance, natural diamond

and polycrystalline diamond have thermal conductivities of 900 and 700 W/inK respectively;

whereas, a DLC film is only 7 W/mK. Likewise, the resistivity of DLC films is not as high as
that of diamond. Although the microhardness of DLC films (5 000 kg/mN 2) is aavproximately

half (Vs) of that of diamond, _t ss twice as hard as hard corundum (2 085 kg/mN') and harder
than sapphire. This hardness value makes DLC fdms a good coating when a hard surface is

desirable (i.e., magnetic memory protection, eyeglass lenses, etc.). The coefficient of friction (0.1)
for a diamondlike film at low humidity is similar to that of natural diamond. Thus any material

that is affected by wear has the potential to benefit from the reduced friction properties and

hardness of diamondlike coatings.

The distinguishing difference between DLC film and polycrystalline film is that DLC films

are smooth, adherent and are deposited at room temperature or less. This feature of DLC fihns
alone makes them a popular coating choice in a vast area of applications. Whereas, polycry-

staUine diamond films, which are rough, not very adherent and not specularly transmitting as yet,

have the limiting feature of having the substrate at temperatures greater than 600 "C during

deposition. This limits polycrystalline diamond f'dm's applications.

POTENTIAL APPLICATIONS

A feasibility study of commercial applications of diamondlike films was done at the NASA

Lewis. The objective of the study was to evaluate, rank, recommend and plan commercial

applications for NASA-developed diamondlike film deposition technology. The approach was to

175



identify potential users, prioritise potential applications and assess the feasibility of selected

applications. A questionnaire was mailed to 230 companies. The number of responses returned

was 39 with a total of 44 applications identified. Table III presents the top 12 potential

applications identified by the study that appear, at the moment, feasible using diamondlike films.

There are, of course, many other applications not listed here but bear mentioning like durable
luster enhancing coatings for gemstones, abrasion resistant coatings for plastics, etc.

Shown in table IV are the focused diamondlike film applications at Diamonex, Inc., is a new

corporation founded in 1990 whose principle technologies are polycrystalline diamond and
diamondlike films. They have purchased an exclusive license to the NASA Lewis dual ion beam

patent to make diamondlike films. Diamonex has the rights to also sublicense the patent.

Because of some of the properties of DLC films listed in table II, the technical feasibility and the

user need, they have focused their resources on making abrasion-resistant optical coatings their
number one priority. Other applications listed include the use of DLC films as a hermetic seal of

transparent substrates and wear protection of nonoptical substrates.

SUMMARY

A major advantage of DLC films is that they are smooth and adherent and can be deposited

on substrates at room temperature. These features allow DLC films to be used readily in many

applications where properties of DLC films such as hardness, scratch resistance, hermeticity and

transparency are important. Included in this paper are prioritised lists of many potential DLC
film applications.

Diamonex, Inc., which has a license to NASA Lewis dual ion beam DLC film patent, has
estimated the DLC film potential market to be several billion dollars. The abrasion-resistant

optical coatings market for eyeglass lenses alone is estimated at a half a billion dollars. Diamonex

is authorized to grant sub-licenses under their exclusive license arrangement from NASA.
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TABLE I - OPTICAL, CHEMICAL AND PHYSICAL PROPERTIES

OF DLC FILMS GENERATED USING CH, WITH

SINGLE OR DUAL BEAM ION SOURCES

Singlebeam
CH,/A • 28 percent

Dualbeam

CHJA = 28 percent

H/C ratio -- 1.0

Resistivity, Q--cm 8.66x 10e 3.35x 106

Optical band gap (eV) 0.382 0.343

Density, gm/cm 3 1.8 1.8

Index of refraction 2.0 2.46

Absorption coefficient/cm at 5000A 5.15x 10' 4.26x 10'

0.519

Film = (1500 A thick)

Solar transmittance

t = ./Q(;_)T(_)d(_.]

J'Q(_.)dk

Adherence (Quartz)

Where: Q(_) = 6000*K black body

T(X) = transmittance at a given wavelength

>5.5x107 N/m 2

>8000 psi

0.648

(1500A)

>5.5x 107 N/m 2

>8000 psi
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TABLE II

Properties of Diamondlike Films Compared

Diamond and Polycrystalline Diamond

to Natural

Films

Properties Diamond

Microhardness

(kg/mm 2)
10,000

Polycrystalline

Diamond Films

8-10,000

Diamond-Like

Carbon Films

3-5,000

Resistivity ('ohm cm)

Thermal Conductivity
(W/mK)

Refractive Index

Density ('g/cm 3)

Friction Coefficient

Chemical Resistance

Visible and Infrared

Transparency

Visible and Infrared

Specular Transparency

Adherence

Substrate Temperature

During Deposition

Film Roughness

10,3- 10,6

2,000

10'0- lO,S

700

0,1

High

High

High

High

High

Low

Low

>600 ° C

Rough

107

('7) LOW

':0.1

('at low humidity)

High

High

High

High

Room temperature

or lower

Smooth
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TABLE III

Diamondlike Film Potential Applications Identified at LeRC

DLC Film Application Desirable DLC Film Properties

1

Q

Protective coating for sunglass

lenses

Protective coating for eyeglass

lenses

3. Hermetic coating for eyewear

Hardness, scratch resistance

Hardness, scratch resistance,

transmittance

Hermeticity, hardness, scratch

resistance, transmittance

J Abrasion, moisture resistent coating

for optical surfaces (visible and

infrared)

5. Magnetic recording head

Hermeticity, hardness, scratch

resistance, transmittance

Hermeticity, hardness, scratch
resistance

6. Coating computer hard disk
Hermeticity, hardness, scratch

resistance

1 Abrasion resistant coating for optical

windows in bar code scanners

8. Biomedical applications

Hardness, scratch resistance

Biocompatibility, hermeticity

go

10.

Chemically resistant protective

coating

Enhanced IR transmittance of

Ge and Si infrared optics

11. Cutting blades

12. Abrasion resistant non-stick

coating for cookware

Hermeticity, hardness

IR transmittance, index of

refraction, abrasion protection

Smoothness, hardness, hermeticity

Hardness, scratch resistance
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TABLE IV

Focused Diamondlike Film Applications at Diamonex, Inc.

(1) Abrasion-resistant optical coatings

• Plastic sunglass lenses

• Plastic eyeglass lenses

• Other optical substrates such as glass

(2) Chemical/environmental protection ('hermetic sealing') of transparent substrates

• Quartz

• Glass

• Plastics

(3) Wear protection of non-optical substrates

• Magnetic disks

• Cutting surfaces

• Other wear parts
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PLASMA-POLYMERIZED COATING FOR POLYCARBONATE: SINGLE-LAYER,
ABRASION RESISTANT, AND ANTIREFLECTION

Th_xk_ Wy_-wen
NASA Ames Research Center

MoffettField,California94035

ABSTRACT

Plasma-polymerized vinyltrimethoxy silane fdms were deposited on wansparent polycaubonate
substrates. The adherent, clear fdms protected the substrates from abrasion and also served as antireflection

coatings. Post-treatment of the vinyltrimethoxy silane films in an oxygen glow discharge further improved
their abrasion resistance. The coatings were characterized by elemental analysis of the bulk, ESCA analysis
of the surface, transmission, thickness, abrasion resistance, haze, and adhesion. This patented process is
currently used by the world's largest manufacturer of non-prescription sunglasses to protect the plastic
glasses from scratching and thereby increase their useful fifetime.

INTRODUCTION

Traditionally, ground and polished tempered glass was the martial of choice for manufaclaring
sunglass lenses. However, in recent years the many virtues of polarized and other plastic lenses have come
into sharp focus. The advantages of plastic lenses include excellent optics, lightweight and therefore more
comfortable than glass, easy to shape, reasonable to make, vastly better absorption of harmful ultraviolet
radiation, and resistance to shattering. The major disadvantage of most plastic lenses is susceptibility to
scratching. Uncoated plastic lenses develop a haze after a relatively short number of wearings which greatly
reduces visibility.

There are many other commercial applications for transparent plastics. Two large industries,
automobile and construction, have numerous needs for transparent plastics. Automobile lenses and
dashboard covers and glazing applications in construction axe just some of the needs of these industries for
transparent plastics. As in the optics industry, resistance of the plastic to scratching and abrasion is
desirable for most automobile and construction applications.

Space helmet visors are also made of plastic and it is this application that led NASA to develop a
transparent scratch resistant coating for plastics. Polycarbonate, an impact resislant and wansparent plastic
is generally used for space helmets. However, polycaflmnate also suffers from the disadvantage of most
plastics for optics applications, i.e., it is highly susceptible to scratching. NASA therefore embarked on a

program to develop a scratch resistant coating for polycarbonate space helmet visors. The coating process
chosen for this development effort was plasma polymerization. This process was chosen for several
reasons,

a) deposition occurs near ambient temperature, making the process useful for coating temperature
sensitive plastics.

b) plasma polymerized coatingsare conformaland uniformin thickness.

c) practically any organic vapor can be used as starting material for depositing coatings by plasma
polymerization; this feature allows one to deposit coatings covering a broad range of
composition and properties.

d) it can easily be scaled for coating large samples.

e) multiple _ents and processes can be carried out in the same plasma reactor.

The starting material chosen for preparing a scra_h resistant coating was based primarily on its
chemical composition and structure. The composition was chosen so that the deposited f'dm would mimic
in some respects the composition of glass (a material rich in silicon and oxygen) which is known to be
much more scratch resistant than plastic. The structure was chosen so that reasonable deposition rates
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would be achieved thus minimizing the time required to deposit a coating of sufficient thickness to protect
the underlying plastic from being scratched. Enhanced deposition rates can generally be achieved by plasma
polymerization if the starting material contains a vinyl group or carbon-carbon double bond. With these
requirements in mind the starting material chosen was vinyltrimethoxy silane [(H3CO)3-Si-CHCH2]. Since

coatings are prepared from gases or vapors by plasma polymerization, the vapor pressure of the starting
material was also considered in the selection process. Vinyltrimethoxy silane is a liquid with sufficient

vapor pressure at room temperature to be a useful compound for plasma polymerization.

This paper describes the preparation and properties of a Iransparent scratch resistant and
antireflection coating for polycarbonate. A two-step process was used for preparing the coating. The first
step involved deposition of a plasma polymerized coating of vinyltrimethoxy silane on the polycarbonate
surface and the second step involved hardening of the coating with an oxygen plasma. The second step of

the process has been granted US Patent 4,137,365.

EXPERIMENTAL

Deposition Chamber and Materials

The deposition chamber shown in Figure 1 was used to deposit and harden the transparent scratch
resistant coating. Copper sheet electrodes were wrapped around the outside of the reactor and were attached
to a 13.56 MHz radiofrequency power supply through a manually controlled impedance matching network.
The transparent plastic substrates used for the coating experiments were cut from 0.64 cm thick

polycarbouate sheet stock manufactured by Rohm & Haas and sold under the tradename Zelux-C. The
square substrates had an exposed surface area of 6.45 cm 2 during deposition and were held in a plastic frame
supported on a glass plate located inside the reactor as shown in the figure. The frame ensured uniformity
in thickness of the deposited coatings from the center to the edge of the samples. The subswates were
cleaned before being coated by degreasing them in vapors of trichlorotrifluoroethane. The plasma
polymerized coatings were prepared from vinyltrimethoxy silane vapor that was delivered to the deposition
chamber from a degassed thermostatted reservoir of the liquid. The coatings were further hardened in the
glow of an oxygen plasma. The oxygen for these experiments was obtained from a cylinder of oxygen

having a reported purity of 99.5%.

÷

MONOMER INLET

TO VACUUM

Figure 1. Chamber for depositing and hardening coatings using a low temperature plasma.

Deposition and Film Hardening Procedure

The reactor, with substrate in position, was initially evacuated to a background pressure of 0.7

N/m 2 (0.005 tort) or less before initiating flow of vinyltrimethoxy silane vapor. The flow rate of the

monomer was adjusted to 3.2x10"9m 3 (STP)/sec (0.19 cm3(STP)/min), which yielded a pressure of 2.8
N/m 2 (0.021 torr), before striking a discharge. A pulsed plasma mode, instead of a continuous wave (CW)
mode, was used for film deposition. The pulsed mode reduces substrate heating during deposition. The

peak-to-peak voltage during the on-time of the pulse was 400 V and the peak-to-peak current to ground was
0.6 A. The pulse time was 1.5 msec on and 1.5 msec off. At the end of a pre-determined deposition time,

185



monom_ flow to the deposition chamber was shutoff and residual monomer was pumped from the chamber.
The hardening of the deposited coating was then begun without removing the coaled substrate from the

reactor. The following conditions were used for hardening the siloxane coating with an oxygen plasma:

Mode of plasma operation: CW
Peak-to-peak voltage: 390 V
Peak-to-peak current: 0.58 A

Oxygen flow rote: 2.9x10 "8 m3(STP)/sec (1.7 cm3(STP)/min)
Initial oxygen pressure (discharge off): 13 N/m 2 (0.098 tort)
Post-treatment duration: 600 sec

Following the hardening step, substrates were removed from the reactor for evaluation of the coatings.

Analytical Procedures for Evaluating the Coatings

The test equipment and procedures followed for determining the elemental analysis, x-ray
photoelectron spectra (F_.SCA), transmission, abrasion resistance, haze, adhesion, and thickness of the
siloxane coatings on polycarbonate can be found elsewhere (1,2).

RESULTS AND DISCUSSION

Samples for elemental analysis of plasma polymerized vinyltrimethoxy silane films were obtained

by scraping the coating from a glass plate which was coated with the polymer. The average weight percent
of carbon, hydrogen and silicon dioxide in plasma polymerized vinyltrimethoxy silane films (without
oxygen post-Ueatment) derived from elemental analysis by a combustion method of three samples was:

Element Weight Percent

C 35.84
H 6.64
SiO2 48.56

Si 22.69

Since this analysis was done by a combustion method, the amount of oxygen in the samples could not be
measured. The amount of silicon in the samples was calculated from the amount of silicon dioxide. The

stoichiometric composition of vinyltrimethoxy silane is 40.52, 8.16, and 18.95 weight percent carbon,
hydrogen, and silicon, respectively. In comparing the elemental analysis of the bulk plasma polymer with
the starting monomer composition it is apparent that plasma polymerized vinyltrimethoxy silane films are
deficient in carbon and hydrogen and rich in silicon relative to the starting monomer A deficiency in

carbon and hydrogen could have arisen if a carbon/hydrogen entity, such as a methyl group, was slripped
from the slatting monomer during plasma deposition, leaving a film with an enhanced amount of silicon
but deficient in carbon and hydrogen.

X-ray photoelectron spectral analysis was chosen to determine the elemental composition of the
surfaces of untreated and oxygen plasma post-treated vinyluimethoxy silane plasma polymerized fdms. The
results derived fi'om these analyses were:

Element Untreated film, 0 2 plasma treated,

atom % atom %

C 21.7 13.7
0 12.1 24.2
Si 13.3 9.21

Since ESCA cannot be used to analyze for hydrogen, it was assumed that the hydrogen concentration on
the surface was the same (52.87 atom %) as in the bulk plasma polymer before calculating surface
composition from the ESCA data. The atom % of the elements carbon, oxygen, and silicon in

stoichiomelric vinyltrimethoxy silane monomer are 23.81, 14.28, and 4.76, respectively. It is clearly
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evidentfrom the ESCA results that oxygen post-treatment of the plasma polymerized vinylUimethoxy
silane coating enriched the surface in oxygen at the expense of carbon, possibly by volatilizing the carbon
as carbon monoxide or carbon dioxide. The oxygen plasma treated surface is also greatly enriched in oxygen
and silicon and deficient in carbon relative to the starting monomer.

The intent in treating plasma polymerized vinyltrimethoxy silane coatings with an oxygen plasma
was to change their composition into more of a glass-like material, rich in silicon and oxygen, while
maintaining transparency and improving resistance to scratching and abrasion. It is clear from analysis of
the treated surface that the composition has been transformed by the oxygen plasma into a more oxygen
rich material having less surface carbon.

An image viewed through a lense covered with an antireflection coating appears sharper than the
image viewed through an uncoated lense. Hardened plasma polymerized vinyltrimethoxy silane was found
to be an antireflection coating for polycarbonate. Figure 2 shows transmission spectra for an uncoated
polycarbonate substrate and substrates coated with oxygen post-treated plasma polymerized vinyltrimethoxy

silane films. It is apparent from these spectra that the coated samples of polycarbonate transmit more light
in the visible region than the uncoated sample. For example, at 5500 A, the midpoint of the visible region
of the spectrum, the transmission of the coated samples is greater by about 5%. In the cases of the coated
samples, two different coating thicknesses were deposited, 939 and 2818 A. These physical thicknesses
correspond to optical thicknesses of 1375 and 4125 A, respectively. The optical thickness, nd, where n is
the refractive index and d is the physical thickness of the coating, was calculated using 1.464 for the
refractive index of the coating. The refractive index at 5893 A (the Na D line) was measured with an Abbe
refractometer.

100
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Figure 2. Transmission spectra of uncoated and coated (both sides) polycarbonate. -- uncoated, - - -
coated with 939 A of plasma polymerized vinyltrimethoxy silane, and - - - coated with 2818 A of

vinyltrimethoxy silane.

The abrasion resistance of samples of uncoated and coated polycarbonate were determined by

measuring haze before and after abrasion with an eraser. The force applied to the er'_er when abrading the
samples using the apparatus and procedure described previously was 1.4x10 J kg/m z (1). The following
table shows haze values for the various samples studied:

Sample description % Haze Notes

Uncoated PC 5.2+0.8
*Coated PC 4.1+0.5

*Coated & 0 2 treated PC 2.5+0.2
Uncoated & unabraded PC 2.3+0.1
*Coated & unabraded PC 2.2_+0.1

Ave. for 10 samples
Ave. for 3 samples
Ave for 6 samples

Ave. for 10 samples
Ave. for 3 samples

PC = polycarbonate
*Coating thickness = 2818A
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From thisdataitisevidentthattheleastamount ofdamage from abrasionoccurredinthosecoatedsamples

which were post-treatedinanoxygen plasma.The hazeforoxygen post-treatedsampleswas only0.2%

greater than uncoated and unabraded polycagbonate. It is also evident from this data tlmt coated and
unabraded samples had the same haze as uncoated and unainded polycatbouate within experimental error.
This f'mding shows that neither the plasma polymerized silane coating nor oxygen post-treatment increased
the haze of polycarbouste. Another important conclusion that can be derived from the haze data is that
oxygen post-treatment improved the abrasion resistance as evidenced by a reduction in haze of 1.6% when
compared with coated polycarhon_ without oxygen treatmenL It should also be noted that untreated
plasma polymerized vinyltrimethoxy silane coatings also increased the abrasion resistance of polycarbouate
as indicated by a reduction in haze of 1.1%. The improved abrasion resistance that the coatings developed
here provide for a pol_ surface may be due to a greater luaxbtess of the coating compared with
uncoated polycarbonate, as well as less friction between the coating and the alx'ading mmerial, in this case
the eraser.

Adhesion of the plasma coating to polycatbonate was measured using the cellophane tape test as
described in Military Specifrattion MIL-C-675A. The coatings consistently passed this test without any
special treaUnmt of the pol_ surface other than the cleaning procedure described in the
experimental section of this paper.

CONCLUSIONS

A two step low tempemtme plasma wncess has been developed for depositing a transparent and
antireflection scratch resistant coating on polycarbonate. The first step of the process involves the
deposition of a plasma polymerized coating of a siloxane on a clean polycarbouate surface. The second step
is a hardening step and involves the treatment of the siloxanecoating with an oxygen plasma. Both steps
are camed out in the same reaction chamber.
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ABSTRACT

Plasma sprayed composite coatings of metal-bonded chromium carbide with additions of silver and

thermochemically stable fluorides were previously reported to be lubricative in pin on disk bench tests from

room temperature to 9000 C. An early coating formulation of this type, designated as PS200, was
successfully tested as a cylinder coating in a Stirling engine at a TRRT of 7600 C (14500 F) in a hydrogen

atmosphere, and as a backup lubricant for gas bearings to 650 o C (12500 F). A subsequent optimization

program has shown that tribological properties are further improved by increasing the solid lubricant

content. The improved coating is designated as PS212. The same powder formulation has been used to

make free-standing powder metallurgy (PM212) parts by sintering or hot isostatic pressing. The process is

very attractive for making parts that cannot be readily plasma sprayed such as bushings and cylinders that
have small bore diameters and/or high length to diameter ratios. The properties of coatings and free-

standing parts fabricated from these powders are reviewed.

INTRODUCTION

This paper updates development and application test results with PS200 and PS212 plasma-sprayed

composite coatings that have demonstrated self-lubricating capability from low temperature to 9000 C. The
formulation and the basic friction and wear properties of these coatings are described in references 1 to 4.

The two compositions differ only in the amount of solid lubricant they contain within a metal-bonded
chromium carbide matrix. PS200 contains 10 wt % silver and calcium fluoride/barium fluoride eutectic while

PS212 contains 15 percent of each. The coatings have almost identical friction and wear properties, but

PS212 is currently favored because it exhibits slightly lower friction than PS200. These coatings have been

successfully tested as backup lubricants for compliant (foil) gas bearings, as cylinder liner coating material

for the Stirring engine, and as valve guide material for process control valves. They can be plasma sprayed

onto nickel and cobalt base super alloys and PS212 has been directly sprayed onto PSZ thermal barrier

coatings. The duplex coating has the advantage of providing the dual function of providing thermal
insulation and lubrication over a very broad temperature spectrum.

Recently, PM212, a powder metallurgy version of this material, has been developed at NASA Lewis
Research Center. Free-standing parts have been prepared both by sintering and also by hot isostatie

pressing (HIPing). The results of pin on disk studies of sintered PM212 are presented.

MATERIAL PREPARATION

Plasma-Sprayed PS212

The plasma-spray procedure for PS212 has been described elsewhere (refs. 2-4). The sintering and HIP

procedures for the powder metallurgy composites of the same chemical composition as PS212 are
summarized below.

A schematic diagram of the procedure used in preparing sintered PM212 is shown in Figure 1. A
commercial blend of chromium carbide with a nickel-cobalt alloy binder is mixed with silver and calcium

fluoride/barium fluoride eutectic in a Vee blender. The composition by weight percent is: 70 metal bonded

chromium carbide-15 silver-15 eutectic. A green compact of the powders can be prepared by cold pressing

in a die or by cold isostatic pressing (CIP). Our compacts were prepared by the CIP process. The powder

is first poured into a rubber mold which is then evacuated with a vacuum pump. The mold is them sealed
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under vacuum, placed in a perforated aluminum support container, and immersed in a liquid pressure
chamber. The powders are compacted hydraulically at high pressure. The cold pressed compact is then

removed from the mold and sintered to increase the strength of the compact. Sintering is done at high
temperature in a dry hydrogen atmosphere. Care must be exercised to maintain a low dew point in the
hydrogen atmosphere to avoid the formation of chromium oxide during the sintering process. A back scatter
SEM picture of the sintered composite is given in Figure 2. Porosity and the various components of PS212
can all be discerned in this pictured. Sintered PM212 contains about 20 percent pore space.

Hot Isostaticallv Pressed PM212

As indicated in Figure 3, the blended powder can either be HIPed directly or it can be first compacted
by the CIP process, then HIPed. We chose to precompact the blended powder by the CIP process. The
green compact is then removed from the rubber mold, wrapped in graphoil, and placed in a this steel can.
The can is then vacuum sealed, and placed into a pressure vessel. The vessel is f'dled with high pressure

argon gas and heated to the sintering temperature. After a prescribed time at temperature, the gas pressure
and temperature are returned to ambient conditions and the can is removed from the chamber. The

compacts made by this process are fully dense. The density is 6.60 g/cm a. The density difference of the
sintered and HIPed materials are shown in Figure 4. Photomicrographs of the diamond ground surface of
sintered PM212 (Figure 5) show the fluoride eutectic distributed throughout the carbide and metal matrix.
Photographs taken with different types of illumination are shown to illustrate that the translucent fluorides

cannot be differentiated from porosity when vertical illumination is employed, but they are imaged very well
under oblique illumination.

The compressive strength of sintered and HIPed PM212 to 9000 C are shown in Figure 6. The HIPed
version is about three times stronger than the sintered version, but both materials retain strength to at least
7000 C that exceeds or equals the room temperature strength of many grades of bronze and carbon sliding
contact bearing materials.

Machining

Depending upon the precision to which the sintered parts or isostatically pressed parts can be processed
during their preparation, either very little or quite extensive machining may be required. Parts that are cold

mechanically pressed in a precision die before sintering may require no more than a mild deformation sizing
step to achieve accurate dimensions. Our parts, that were made from sintered or HIPed blanks, required
extensive machining. The most successful process that we found for these materials consists of electrical

discharge machining (EDM), followed by diamond grinding of surfaces that are to be the sliding contact

bearing surfaces. Diamond grinding was the best finishing method found to insure that the softer phases in
the composite are not selectively removed during the finishing process. Some machined PM212 parts are
shown in Figure 7.

FRICTION AND WEAR RESULTS

Comparative tests of the friction and wear properties of the sintered composite and the plasm-sprayed
coating were performed (ref. 5). In the coating experiments, Rene 41 pins with a 4.76-mm radius tip were
slid against Inconel 718 disks coated with PS212 that had been diamond ground to a thickness of 0.25 mm.
In tests of the sintered material, PM212 pins were slid against uncoated Rene 41 disks.

The friction coefficients of the composite/metal couples are similar to those obtained with metal/coating
couples. This is illustrated in Figure 8 where the friction/temperature characteristics of the two

combinations are compared. The experiments were conducted in air, with a 4.9-N load at 1000 rpm (2.7
m/s)/. The friction coefficient was very stable within a range of 0.3 to 0.35 from room temperature to 8500
C. Wear factors for the composite pins and Rene 41 disks are given in Table I.

The effect of load on friction followed Amonton's law from 4.9 to 29.4 N, i.e.: The friction force
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increased proportionately to the applied load. The wear factors also did not change significantly within that

load range. The contact pressure for a 29.4 N load and a typical wear scar diameter of 1.3 mm is 22 MPa

or about 3000 psi. Therefore, although the dynamic load capacity of PS212 was determined, it was higher

than 22 MPa at a sliding velocity of 2.7 m/s.

The effect of sliding velocity on the friction coefficient of sintered PM212 is given in Figure 9. At 760

and 9000 C, the friction coefficient decreases with increasing sliding velocity and is 0.2 at the highest velocity

of 8.1 m/s. Friction behavior is less straightforward at lower temperatures, but is typically 0.3 to 0.35 except

at the lowest sliding velocity at room temperature. At the other velocity extreme, the trend of decreasing

friction with increasing sliding velocity suggests that friction coefficients considerably lower than 0.2 may be

expected at sliding velocities typical of higher speed shaft seals in turbomachinery.

The influence of sliding velocity on reducing friction is probably due to the increased localized frictional

heating at high sliding velocities. This localized heating can be expected to soften the silver and fluoride
surface films, thus reducing their shear strength without appreciably reducing the hardness and flow pressure

of the material below the near-surface region.

It was observed that the surface finish of diamond ground PS212 improved during sliding. Because of

surface porosity of the coatings, even finish ground surfaces had arms surface finish of about 0.8 pan initially

but this was reduced typically to about 0.2 after sliding. The same phenomenon was observed with sintered

PM212. Figure 10 shows that this was caused by closing of the surface pores and deusification of the

material under the sliding contact.

TECHNOLOGY TRANSFER

There has been considerable interest in the possible use of PS200 and PS212 in industrial applications.

These coatings have been successfully tested for a number of applications such as:

A backup lubricant for gas bearings

A valve system coating for gas flow control valves

A cylinder liner coating for an automotive Stirring engine
A low friction material for gas turbine, high-speed shaft seals

A combustion chamber liner for rotary engines

A gas bearing journal and thrust ring coated with PS212 are shown in Figure 11. PS212 journal coatings
have lubricated foil gas bearings during start/stop tests at temperatures up to 7000 C (ref. 4). The bearings,

which are made of 0.013 cm thick Inconel X-750 were still in good condition after 20,000 start/stops over a

programmed repetitive temperature cycle from room temperature to 7000 C.

We have previously reported promising results with PS200 coatings on Stirling engine cylinder walls (ref.

6). An engine of the design shown in Figure 12 was tested for over 20 hours with Stellite 6B piston rings
sliding against the coating in a hydrogen atmosphere at a top ring reversal cylinder wall temperature of 7000

C.

As previously stated, the friction coefficients of these composite materials tend to decrease with

increasing sliding velocity. Therefore, low friction and wear can be expected during high speed, high

temperature operation of PS200 or PS212 coated components such as the turbine shaft seal shown in Figure

13.

CONCLUSIONS

1. Coatings and powder metallurgy composites of metal-bonded chromium carbide with dispersed

silver and CaFJBaF 2 eutectic are self-lubricating materials from low temperatures to 9000 C. The

best composition so far evaluated is by weight percent: 70 bonded carbide-15 silver-15 fluoride
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eutectic. The coatings are designated as PS212 and the powder metallurgy compacts as PM212.

The coatings and the free-standing powder metallurgy compacts are complementary in their
applicability. The powder metallurgy processes can easily produce parts with surfaces that are very
difficult to spray as, for example, small bore cylindrical bearings.

The compressive strength of sintered PM212 from room temperature to 7600 C compares favorably
to the room temperature strength of many common grades of bronze and carbon sfiding contact
bearing materials. HIPed PM212 is about three times stronger that the sintered version, probably
because it is fully dense while the sintered material contains 20 percent porosity.

The friction coefficients of PS212 decrease with increasing sliding velocity making them promising
candidates as high-speed, high-temperature sliding contact seal materials.
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TABLE I. - DATA SUMMARY

Temper- Load,
ature, kg

°C

850 0.5

760 [
a350

25

Friction
coefficient,

_m

0.29±0.03
.35±0.06
.38±0.02
.35±0,05

KpM212,

mm3/Nm

4.1±2,0x10 -6
3.6±0,9x10 -6
3.9±1.8x10 -5
3.2±1,5x10 -5

KRene 41,

mm3/Nm

5.0±1.0x10 -6
1.0±6x10 -5
3.5±1.0x10 -6
7.0±2.0x10 -5

Number
of

tests

aFriction and wear increase after =8 km of sliding at 350 °C. Fric-
tion increases to =0.5 and the pin material transfers to surface

(a) FILLING,

DEFOP._LE
CONTAINER

(b) LOADINGOF EVACUATED
ANDSEALEDCONTAINER.

SINTER
OR

HIP

ORIGINAL PAGE

BLACK AND WHITE PHOTOGkAFH
(c)HYDRAULICPRESSING. (d) DECOVPRESSION.

FIGUREI. - STAGESIN COLD ISOSTATICPRESSING.

of disk.

FIGURE 2. - DISTRIBUTIONOf COMPONENTS IN SINFERED PM212.
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FIGURE 3, - STAGESIN HOT ISOSTAT]C PRESS[N6,

(a) VERTICAL ILLUMINATION.

(a) PM212-CS.

(b) PR212-CH.

FIGURE q. - ILLUSTRATION OF DENSITY DIFFERENCE.

(b) OBLIQUE ILLUMINAIION.

FIGURE S. - HIPPED P_212 _ICROSIRUCIURE BY OPTICAL

MICROSCOPY.
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ROBOTICS IN SPACE-AGE MANUFACTURING

Chip Jones
Process Engineering Division

Materials & Processes Laboratory

Marshall Space Flight Center, Alabama 35812

ABSTRACT

The Marshall Center is developing robotics technologies to improve manufacturing of space hard-

ware. This paper will cover application of robotics to:
Welding for the space shuttle and space station Freedom programs
Manipulation of high-pressure water f_ shuttle solid rocket booster refurbishment
Automating the application of insulation materials
Precision application of sealants
Automation of inspection procedures

Commercial robots are used for these development programs, but they are teamed with advanced

sensors, process controls, and computer simulation to form highly productive manufacturing systems.
Many of the technologies are also being actively pursued in private sector manufacturing operations.

INTRODUCTION:

Millions have watched the astronauts use the space shuttle's Remote Manipulat_ System (RMS),
but NASA's use of robotics is not limited to space. Hereon earth, industrial robots are being used to
manufacture and refurbish components for the space shuttle. In these applications, the robots have
been found to reduce costs and to improve the quality of the conventional Wocesses that they

replaced. New applications, presently under development, womise to extend the advantages of
robotic process automation to other shuttle components, as well as the space station Freedom.

In this discussion, some of the applications of commercial robots in manufacturing for the space pro-

gram will be presented. It is hoped that some of the technology and approaches that are used by
NASA will advance related private-sector industries.

BACKGROUND:

Even as the first flight of the space shuttle was underway, engineers at NASA's Marshall Space Flight
Center were beginning a program that would radically change the approach to building launch vehicle
hardware. Since the new Shuttle's goal was to allow more frequent space flight at a lower cost, the

old way of fabricating the flight hardware by largely manual methods was no longer practical. For this
reason, the Productivity Enhancement Complex at MSFC was created to develop improved methods
of manufacturing to reduce costs and improve consistency. This was done by bringing computer
automation to bear on as many manual manufacturing applications as possible. To that end, modem

industrial robots would come to play a vital role.

Most people would imagine that robots used for manufacturing tasks would be best applied in situ-
ations where a large number of parts have to be produced. Pictures of spot-welding robots in an auto
plant producing thousands of car bodies and high-speed assembly robots fabricating electronic circuit
boards probably come to mind. With the ability to lift loads exceeding 50 kilos and place them to
within one millimeter of a programmed location without firing, industrial robots have earned a promi-

nent place in the manufacture of high-volume goods.

Other features of robots make them attractive for use in space flight hardware manufacturing. The

ability to work in environments hazardous to humans makes them ideal for spraying insulating and
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coating materials, as well as the removal of these same materials. The control computers of modern

industrial robots can coordinate the motion of as many as a dozen axes of motion while controlling a

complex manufacturing process such as arc welding. This allows very consistent results even over very
long processing times, improving overall quality by reducing the effects of operator fatigue and inat-

tention. The universal programmability of a robot arm can allow the use of one piece of equipment

on many applications and parts. In the past, the common way to mechanize operations was to design
a special machine for each application, resulting in prohibitive equipment cost for small operations.
The speed and endurance of a robot ann, coupled with computer data communications has made

possible continuous inspection schemes, giving engineers more reliable data from which to determine
the flight readiness of a part.

Before examining the areas of robotic activity it may be useful to briefly review the Shuttle Vehicle

and the Space Station Freedom configurations. Unlike previous NASA vehicles such as the Mercury,
Gemini, and Apollo series that used totally expendable launch systems, the Shuttle and most of its
elements are completely reusable. Thrust for lift-off is provided by the two solid rocket boosters

(SRB's) and the three Main Engines aboard the Orbiter. Fuel, in the form of liquid oxygen and

hydrogen for the Main Engines is supplied by the large External "llmk (El'). After the SRB's Expend
their fuel, they are jettisoned and recovered for re-use on a future launch. When the orbiter has

reached the appropriate altitude and velocity, the Main Engines are turned off and the External "llmk

released. The ET is the only element of the Shuttle's launch cluster that is not recovered at the pre-
sent time, being destroyed by re-entry into the earth's atmosphere. A major feature of the Shuttle's
unique capabilities is its re-usability and land-based recovery.

PRESENT ROBOT APPLICATIONS:

Industrial robots are now used in flight hardware manufacturing for the application and removal of

thermal protection systems for the Shuttle Solid Rocket Boosters, and for robotic welding of the
Shuttle's Main Engines.

THERMAL PROTECTION PROCESSING

Thermal protection systems (TPS) are an integral part of any space vehicle and the Shuttle is no

exception. The Orbiter itself is equipped with a covering of insulating tiles to protect it from the heat
of re-entry. The SRB's and the ET must also be protected. The ET, though expendable, must be

insulated to reduce boil-off of its cryogenic contents and to reduce the accumulation of ice prior to

launch. The skin of the SRB's must be protected from aerodynamic heating during the ascent phase

of flight and from the shock of hitting the water after parachuting back to earth. After recovery of
the SRB's all of the TPS material must be removed, then re-applied before their next use.

The thermal protection system used for most of the SRB's is called the Marshall Sprayable Ablator

(MSA). MSA is an epoxy-terminated urethane resin filled with various organic fiboroas ingredients

for strength. The result is a low-density ablator with the necessary insulation properties. It is applied
to the SRB components by spraying, which replaces hand-layup of sheet cork material. This is accom-

plished at the Kennedy Space Center with a robot working in concert with a rotary table on which the
part being sprayed is located. The robot and turntable are housed in a spray cell that coordinates the

activity of the robot as well as the precise mixing of the components of the insulating material. The

robot cell has been in operation since 1980 after favorable results were obtained from an MSFC pro-
totype system.

Implementation of the four cells at KSC was by United Space Boosters, Inc. Three cells utilize six-

axis gantry robots, with rotating tables. The motion of the tables are coordinated with the robot

motion, allowing a component much larger than the robot to be sprayed using one setup (see figure
1).
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"I_voTPS application cells perform a variety of tasks on the SRB nose cone, forward skirt, frustrum,

and aft skirt, as follows:

Pre-cleaning of pans, using hot water spray

Spraying of theMSA material, using computer-controlled mixing equipment.
Sanding of cured MSA, to smooth the surface.

Application of a white hypalon sealant, for environmental ixotection.

The major incentives for using the robots for these processesare:

Protecting humans from the toxic propellants used for spraying.

Precise process control, made possible by having all mixing and spraying operations under

computer conu'ol.
Ability to reach all parts of the component during a spraying operation.

TPS REMOVAL

Complementing the robotic facilities for MSA application are the MSA removal cells. These systems
remove the MSA material from the SRB's after their post-launch recovery. Removal of the partially-

ablated material is necessary before re-application for the next flight.

A narrow, high-pressure stream of water is directed at the surface of the SRB component to slrip

away the old material. In the past, a rubber-suited worker would manually sweep a hand-held "car

wash" type wand across the surface until sufficient material was removed. Due to the high pressures
and the attendant reaction forces, worker fatigue was a problem. In addition, because a human could

not accurately maintain a constant distance and surface feedrate, many spots would be missed, requir-

ing another touch-up pass.

The introduction of a robot to perform this task allowed the stripping process to be controlled to a

degree unattainable by its human counteqxu_. The consistent motion of the robot arm and integra-
tion with the control of the pumping equipment meant fewer touch-ups and less chance of damage to

the underlying part. In operation, the system can be programmed to remove only the MSA, then

pass over again to remove successive layers of paint and primer. Cleaning to the bare aluminum sub-

strate is possible without damage.

The refurbishment facility at the Kennedy Space Center utilizes a NIKO gantry-type robot in concert

with a part turntable to strip individual components of the SRB's. A new robot system, built at MSFC

for stripping of the boosters before disassembly, is composed of a OMP robot mounted on a motor-

ized uransporter, to give the robot access to all surfaces. The systems operate according to pre-

programmed motion and processing parameter.

ROBOTIC WELDING

Eight robots are presently in use welding space shuttle main engines (SSME) at the RockeUlyne facil-

ity in Canoga Park, California. Six Cybotech H-8 robots weld small-to-medium-sized parts such as

pump housings, and two Cybotech H-480 robots weld larger parts, including the engine's exit nozzle,
which is slightly over three meters long and 2.6 meters in diameter. All robot stations have seven axes

of motion and are equipped with two-axis pert positioning tables.

SSME design calls for numerous welded joints, with each engine requiring aPlxoximately 530 linear
meters of welds, on materials such as nickel-based alloys, stainless steel, and titanium alloys.

Thicknesses range from 1.5 to 12 millimeters. The Gas 'lhngsten Arc (GTA) welding process is used

by the robots. Some 75% of robotic welds are required to meet the most sU'ingent requirements for
SSME post-weld inspection, where X-ray, dye-penelrant, and ultrasonic methods must be used.
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Thicknessesrange from 1.5 to 12 millimeters. The Gas TUngsten Arc (GTA) welding process is used

by the robots. Some 75% of robotic welds are required to meet the most stringent requirements for
SSME post-weld inspection, where X-ray, dye-penetrant, and ultrasonic methods must be used.

While it is undeniable that automated welding produces more consistent high-quality results, most
welding on the SSME was done by hand. Welds with simple geometries, such as line,,,- or circular

paths in a single plane had used mechanized equipment, with good results, but this kind of application

was limited. Since each engine had more than 4000 distinct welds, with many requiring complex torch

motion, the cost to conventionally automate these was wildly prohibitive. In 1981, NASA engineers
started investigating robots as a potential way around this problem.

A program was initiated develop robot conlrols to make them practical for the welding required on
the SSME. The major development tasks were as follows:

Specialized welding process control computers had to be integrated into the robot's motion

conlrol, since the welding commands available from conventional robots could not control all
the parameters required for aerospace-quality welds.

New methods for designing tooling and fixtures were developed so that the position of the
weld joint was known by the robot.

Improved robot programming techniques were needed to simplify the task for welding engi-
neers and technicians.

Robotic welding on the SSME was implemented in production in 1986 after a coordinated develop-

ment between NASA and Rocketdyne at Marshall Space Flight Center and at the production facility
at Cunoga Park. As benefits, the resulting welds:

Require less joint preparation.
Exhibit reduced distortion

Produce fewer process-related defects, such as crater-cracking, even on crack-prone alloys.

Much of the credit for these benefits can be attributed to simply having the welding process under

computer control, where the optimum parameters for a weld can be consistently repeated. The robot

can control the weld at higher current levels, peneWating through thick metals without requiring a

beveled edge. Reduced distortion on .welded parts has resulted, since fewer weld passes are required
for a given material thickness.

Another critical element has been advanced coordinated motion control, that maintains a constant

torch velocity along the joint. The coordinated motion between the torch and part positioner has

allowed the mote complex parts to be welded in a preferred orientation. Even on very convoluted

parts, the robot and positioner move together to follow the joint without resorting to "out of position"

welding, which requires adjustments to the welding parameters to avoid molten metal dripping from
under the torch.

More than 300 weld types have been convened to robotics to-date. These welds, though a small per-
centage of the total number per engine, are a high percentage of the more difficult and lengthy welds.

Nearly fifty percent of the total length of GTA welds on the SSME are now being made robotically.
As a result, weld quality acceptance has improved significantly.
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DEVELOPMENT ACTIVITIES

Other areas of robotic activity are presently under development that promise to expand the use of

robots in the production of NASA's space flight hardware.

SPACE STATION ROBOTIC WELDING

Rather than replace a conventional operation with a robotic one, the space station Freedom project is

considering the use of robots for manufacturing from its inception. Welding of space station slyuc-
rural elements will be made using a robot utilizing two part positioners and the Variable Polarity

Plasma Arc welding process. Approximately one-third of welds for the common module, logistics

module, docking node, and cupola will be made with this system (see figure 2). Thirteen joints repre-

senting seven different configurations will be accommodated by the one system, avoiding the need for
some five conventional dedicated tools. The robot also allows all welds to be made in the same ori-

entation to gravity by use of coordinated motion. This feature will greatly simplify weld process

development Production robotic welding is scheduled to start in the fall of 1991.

WELDING SENSORS

Sensors, incorporated into the operation of the robots, are being developed for SSME robotic weld-

ing. The large number of critical welds and the high part value of the engine components makes this
an ideal application for feedback-conlrolled robotic welding. Rocketdyne will implement a pair of

sensors, one to guide the torch accurately over the weld joint, the second to ensure correct weld pene-

uation into the metal.

The seam-tracking sensor guides robot motion to follow joints to within .25ram of the seam. It adjusts

torch position to correct for:
Inaccuracies in the robot program

Variation in part fit-up

Thermal distortion of the part during welding
The basic element of the seam tracker is a through-the-torch coaxial-view welding torch. A miniature

closed-circuit tv camera in the top of the torch peers through the torch body to relay an image of the

joint to the image processing computer. An electro-optic light valve in the torch adjusts the image

intensity reaching the camera to compensate for varying light levels as welding current changes.
Machine vision software in the computer analyzes the image, locates high-contrast points and deter-
mines the location of the seam. Corrections to the robot's path are then sent to the robot controller.

The result is an automatic seam tracker and visual weld monitor that does not add any size to the

weld torch, important for welding in limited access areas typical to the engine.

The penetration control sensor measures the natural oscillation frequency of the molten weld pool by

monitoring light intensity from the weld pool area with a photosensor. This frequency corresponds to

weld penetration, characterized by weld back-side bead width. Current pulses cause the pool to oscil-

late; ff the bottom of the pool is solid - not penetrated through the thickness of the part - the pool is

stiff and oscillates rapidly at low amplitude. As the pool grows and penetrates with increasing power

to the torch, frequency decreases and amplitude increases. A computer analyzes the oscillation fre-

quency and amplitude then sends adjustments in the weld current to the process controller.

The welding sensors are in the final stages of testing on the production floor. Rigorous qualification

procedures will accompany implementation. Production welding by sensor-guided robots should

begin in 1991.
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MEASUREMENT SYSTEMS

The speed and accuracy of a robot's motion make it ideal for automating measurement and inspec-
tion tasks.

In one application investigated at MSFC, a robot was used to scan a contamination monitor over the

inside of the solid rocket motor case to check for minute levels of contamination from grease and sim-
ilar manufacturing residue. This residue could inhibit bonding of the fuel to the inside of the motor.

The sensor measured the optical emission of contaminants Stimulated by its ullraviolet light sourr_.

The light source is directed at the surface as the robot scans the component. A map of contamina-

tion levels was generated by correlating the location of the robot to the feedback from the sensor, giv-
ing engineers more complete information on which to base a decision to re-clean part of the surface.

Manual scanning of the part was extremely time consuming, since the part is too large (four meters
diameter by three meters high) to reach in one setup. The accuracy of the manual process is some

fifty times less sensitive than the robotic method. The sensor that the robot uses requires precise con-

trol of the standoff distance, which cannot be maintained manually without touching the part. A

written record of the part's cleanliness level is an added benefit for quality history. This sensing

method has been implemented for cylindrical components using a lead-screw type manipulator. A

robotic system for more complex geometries is being assembled at the production facility.

Another measurement application under development is to map the thickness disa'ibution over the

external tank's aluminum skin. At the pointed ends of the tank, the skin must be chemically milled to
the proper thickness. This is now a slow, manual process, where the panel's thickness is measured in

selected places, and a contour map drawn by hand on the skin in order to specify the required extent
of masking on the surface. Once the mask over the excessively thick areas is removed, the chemicals

can reduce these areas to their specified thicknesses. Use of a robot allows the whole panel to be
mapped in one operation using an ultrasonic thickness gauge. An offline computer correlates the

robot's position to the local thickness to produce a program to tell the robot where to scribe contour
lines for removing the maskant.

SIMULATION AND OFFLINE PROGRAMMING

Very exciting areas of development in robotics are simulation of a robot's motion and offline pro-
gramming.

Space flight hardware, in many instances, can have more value than the robot performing the task.
For example, when some of the robotic welds are made on the main engines, more than one million

dollars worth of investment has already been incorporated in each part. For this reason, everyone

must be assured that the robot will perform its task right the first time. Unfortunately, a aial part to

practice on is very hard to obtain. In these cases, a CAD/CAM system is used to simulate the opera-
tion long before any money is invested in robot hardware. Before any large robots were delivered for

welding the large SSME components, a computer simulation was conducted, making typical welds on
the components for which the system was intended. This exercise found the ideal placement for the

part vis-a-vis the robot, assuring that the robot could reach all welds and avoid collisions. Part tooling
and facilities placement were well under way before the robots were delivered.

In the case of welding for the Space Station radial docking port structure, simulation and offline pro-

gramming were essential for successful implementation. Due to the part's large size, workcell layout
is critical. A 10 centimeter change in the location of the robot, part, or positioner could render the

weld seam unreachable or cause a collision. The complex shape of the path requires precise program-
ming of the path to assure that the seam is closely followed and the resultant simultaneous motion of

the part and weld torch is smooth. Use of the design model of the part in calculating the motion
reduces the error. Manually programming the path, based on our experience, would take more than a

week, and would be very hard to modify if a slight change needed to be made.

204



Compumr simulation proved indispensible for implementation of the mobile robot used in refurbish-

ing solid rocket booster parts. Because of budgetary constraints, a robot large enough to reach every

part on the booster was not feasible. A six-axis robot with an average-sized envelope was used.

Computer kinematic simulations were used extensively to determine the proper position of the robot

transporter to be sure that the areas that needed to be sprayed could be reached. Since an actual
booster was not be available for teaching the robot programs manually, offline programming soft-
ware was used to calculate every motion needed. Computer-generated pictures of the operation were

created from the operator's viewpoint so that the robot position could be verified prior to program

execution. All these programs were created at MSFC and transmitted to the Kennedy Center facility.

Thus, robot kinematic simulation and offline programming has proven to be especially critical to aer-

ospace applications where many programs need to be written for just a few parts, which may not be

readily available. It can also be valuable to determine the range of tasks that can be applied to limited
robot resources. Conm31 of the programs used by the robot in production can be improved, for bet-

ter quality control.

SUMMARY

The National Aeronautics and Space Adminislration has identified robotic technology for automation

of manufacturing tasks for the space shuttle and space station Freedom. Although these tasks differ

from traditional applications of industrial robots, they have proven to reduce costs while improving

quality.
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VARIABLE POLARITY PLASMA ARC WELDING

E.O. Bayiess, Jr.
Marshall Space Flight Center

Technological advances generate within themselves dissatisfactions that lead to further advances in a
process that goes on and on to the benefit of all concerned. Today I intend to describe very briefly a series of
advances in welding technology which culminated in the Variable Polarity Plasma Arc (VPPA) Welding
Process and an advance instituted to overcome the latest dissatisfactions with the process: automated VPPA
welding.

THE TROUBLE wrI'H GTA WELDING

Gas-shielded Tungsten Arc (GTA) was developed during World War II for welding light aircraft alloys of
aluminum or magnesium. The GTA process arc is embedded in an inert gas that flows around a
nonconsumable tungsten electrode as shown in Figure la. The inert gas protects the surface of the hot metal
from reacting chemically with the air. This process was used to fabricate the Saturn V, and, until recently, the
Space Shuttle External Tank.

One source of dissatisfaction with GTA welding is the excessive width of deep penetration welds. The
force of the GTA arc isn't enough to penetrate the molten weld metal. The heat enters the weld from the arc

at the surface of the puddle, and the heat spreads out from the heat source in a roughly spherical pattern.
Although fluid circulation in the weld puddle can vary this, the width of a deep penetration weld bead is
about the same on each side as the depth of penetration. Thus heavy welds are made with multiple beads.
Each bead presents new opportunities for defects to enter the weld.

Another source of dissatisfaction with GTA welding is its sensitivity to contamination. A tittle grease or
water can generate hydrogen, which aluminum avidly absorbs and then regurgitates as porosity upon
solidification.

Reverse polarity welding, where the tungsten electrode is made positive with respect to the workpiece so
that a cleaning action takes place as positive ions strike the workpiece, reduces sensitivity to contamination,
but at a price.

A bit of explanation is due here. A welding arc consists of a plasma of ionized gas. There are neutral
inert gas atoms, positive inert gas ions, and negatively charged electrons. The positive and negative charges
balance, so the plasma is neutral. The positively charged ions drift towards the negatively charged cathode.
From the sporadic flashing seen at the cathode it would appear that the positive ions charge up the surface
oxide to the point of electrical breakdown and that the observed cleaning action may take place by a
succession of electrical breakdown explosions on the cathode surface.

The electrons in the arc plasma drift towards the positively charged anode. They drift much faster than
the heavy positive ions and carry the bulk of the arc current. They generate appreciably more heat where they
enter the anode than where they leave the cathode. Consequently GTA operations are normally carried out
such that the workpiece is the anode and gets the bulk of the heat. This is "straight polarity." In Nreverse
polarity", where the workpiece is made the cathode, the electrode receives the bulk of the heat. Therefore the

penetration in reverse polarity has to be greatly curtailed to keep the electrode from burning up. Welds on
the Saturn V or the Space Shuttle External Tank were generally made using straight polarity (for the sake of
the greater penetration) compensated for by very stringent cleaning procedures (scraping, white gloves, etc.).
The unavoidable defects were ground out and repaired.
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THE TROUBLE WITH PLASMA ARC WELDING

Plasma Arc Welding (PAW) was developed in the 60's. An early application was the fabrication of steel

(D6AC) rocket cases by Westinghouse. In the PAW process the arc is emitted through a water cooled nozzle

surrounding the tungsten electrode as shown in Figure lb. The hot gas of the plasma expands through the

nozzle in a high speed jet that easily penetrates the molten metal in the weld puddle so as to deliver heat

throughout the thickness of the workpiece and not just at its surface. Deep, narrow single pass welds become
feasible. In fact, in PAW practice welding in the "keyhole" mode with complete penetration of the workpiece

is usual. With a high speed plasma jet continually flushing out the weld keyhole the sensitivity of the PAW

process to surface cleanliness is greatly reduced.

But the PAW process is unsatisfactory when it comes to dealing with tenacious oxides. In straight polarity

aluminum alloys cannot be welded. One encounters an invisible surface f'dm that prevents the liquid metal

from flowing together into a sound weld. One does not get a weld bead; one gets a crinkly mess where the

metal has been melted. If polarity is reversed to take advantage of the effect of the cleaning effect of reverse

polarity, this problem disappears, but penetration capability is drastically reduced.

THE TROUBLE WITH VARIABLE POLARITY PLASMA ARCH WELDING

VPPA welding was developed in the late 60's and early 70's by B.P. VanCleave at Boeing Company. This

process resembles the PAW process, except that the VPPA process incorporates a variable current waveform.

The system spends part of its time in reverse polarity for the cleaning benefit and the rest of its time in the
more efficient straight polarity mode. For 2219 aluminum about 4 milliseconds reverse and 19 milliseconds

straight polarity has been found to work well. A special power supply was developed for this process on

contract by Hobart Brothers Company as existent power supplies were not up to the demands of the process

for the heavier welds.

Marshall Space Flight Center (MSFC) began to develop a VPPA system in the late 70's, shortly after the

emergence of Hobart's VPPA power supply, with a view towards replacing the GTA system then in use for

fabrication of the Space Shuttle External Tank. In 1984 an article was published in the Welding Journal

(September 1984, pp.27-35) describing the development of the VPPA system at MSFC and noting that,

"Implementation of the VPPA welding technique in the production of the Space Shuttle External Tank is

nearing completion." A picture of the present VPPA system at MSFC is shown in Figure 2. At present the

implementation is 80% complete.

To operate the GTA system one has to set current, standoff or voltage, weld speed, shield gas flow, and

wire feed rate: 5 variables. To operate the VPPA system one has to set addition reverse polarity current,

reverse and straight polarity time cycle increments, plasma gas flow and plasma jet orientation: 5 more

variables making a total of 10 variables. The initial system as described in 1984 was computer controlled.

General Digital Industries, Inc. of Huntsville, Alabama, set up the digital control system as subcontractor to
Hobart. The heart of the system was the PAL-100 computer (PAL ="Process Automation Language")

operating with a Digital Equipment Corp. (DEC) LSI-11/23 micropressor. With this equipment the welding

variables can be programmed in advance. The operator will still have to make trim adjustments, however, to

compensate for local perturbations. The operator will also have to make seam tracking corrections and wire

entry angle adjustments as needed. This can result in defects or, at least, variability of weld properties.

Considering the very high cost of the parts being processed and the repair costs, this is unsatisfactory.

THE AUTOMATED VARIABLE POLARITY PLASMA ARC WELDING SYSTEM

A brief description of current efforts to automate the VPPA welding system completely and to eliminate
the hand of the welder on the controls entirely has been given in the Research and Technology 1989 Annual

Report of the Marshall Space Flight Center (C. Kurgan: Fully Automated Variable Polarity Plasma Arc

Welding. p. 240). A schematic view of the effort is shown in Figure 3. The work comprises development of
sensors to feed back information and control in real time with respect to the weld seam (tracking) and the
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configurationof the weld bead/puddle/keyhole, development of a mathematical model of the relation of the

system parameters to the bead configuration, and special (e.g., wirefeed and torch rotation) controls as well as

general system control algorithms. We envision this system as the future standard VPPA system for aerospace

fabrication. It is expected to reduce defects to the extent that radiographic inspection requirements can be
relaxed.

UTILIZATION OF THE VPPA SYSTEM: PRESENT AND FUTURE

Manufacturers interested in welding heavier sections (say quarter-inch and over) of aluminum alloys or
other alloys with tenacious surface oxides have a potential interest in VPPA welding equipment.

For the most stringent aerospace fabrication requirements we regard computer control as essential. When

it is ready we think a fidly automated, top-of-the-line system will be the most economical for this kind of work.

But it is possible to acquire various versions of a VPPA welding system. A research contractor acquired a

rock-bottom basic (strictly manual) system several years ago for less than $45,000. The equipment was mostly
from Hobart with the MSFC special design torch from a local manufacturer (B & B Precision Machine Inc.,

6762 Highway 431 S, Brownsboro, Alabama 35741). The machine is used for research, but we believe the

(university) contractors can make good welds when they wish even at this primitive level of equipment.

Aerospace requirements would not apply in manufacturing, say, tank trucks, for which even primitive VPPA
equipment might be adequate.

CONCLUSION

Our intent in making this talk has been to spotlight an item of technology, V'PPA welding, which we

thought valuable for our own applications and which we chose to, develop further. It is our hope that this

presentation may lead to further use and development of VPPA welding to the benefit of a growing
technological capacity in the U.S.A. and in the world.
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ASSTRACr

High pressure water cutting techn/ques have a wide range of applications to the American
space..effort.. Hydmblas_n 8 techniques are commonly used during the refurbishment of the
r_._me _ua _ motors..The process can be controlledto strip a thermal protective
avmtor wlmout incurring any aam_e to the painted surface underneath by using a
variation, of possible parameters. Hydrobtasting is a technique which is easily automated.

___n_.uon re_,ym _l_rsonnelfrom the hostile environment of the high pressure water.purer controuea robots can perform me same task in a fraction of the t_me that would
be requiredby manual operation.

INTRODUCTION

,.l_urized water.d .e_,d_ is not a new technolo_, but it is a process which can always
mscover new.appl/cat/o_. Low press.ure water cleaning is an every day occun'en_. We
w a_ ,aown anveways ..vnm .a _arden nose,_run o_ cars through magic wand car washes,
aria rinse plates under the _ttchen laucet. Water dissipates a large quantity of energy as it
flows Whid_.isjust waiting, to be harnessed. _ is seen dramatically in the production of
etectridty at a nya_ elecmc dam and more subtlety from erosion in our streams and
oceans, t'ressurtzed water dean/r_ utilizes both the force from the impact of water
droplets and the frictional erosion force as water flows over the material to cut through
hanydc_.ag particula_ matter_ away. High pressure water cleaning,referredto as

robtasting, ampunes this power in water to the nth degree. What takes nature yearsto
a .c_.mplish, can be performed in minutes at high pressure. A pressure of 10,000 - 15,000
pm m typ/catly used to dean up a. solid rocket motor after its retrieval from the ocean.
Pressure of 50,000 - 60,000 psi can cleanly cut through the toughest materials.

BACKGROUND

The solid rocket motors are retrieved and refurbished after each shuttle flight. With a goal
of at least five to six shuttle flights per year and two solid rocket booster motors (SRBs)
per shuttle, refurbishment of the SRBs. are an.important part of keeping NASA's fleet in
operation. Hydroblasting is an tml_rtant and effective step in the refurbishment process.
Each SRB is covered with a protective coating of material to protect the base metal from
the heat and intense frictional force experienced by the SRBs as they propel the shuttle at
incredible speeds, as well as the corrosive ocean environment. These materials referred to
as the Thermal Protection S_rstem (TPS) must be stripped from the SRB as it is
disassem, bled. Obviously, since TPS is designed to resist these intense frictional forces, it is
not, easily re_.ved. On..ce the.TPS .is rein.oved_the, painted surface is inspected. If the top
coat has veen aamagea it too is smppea on. lne vase coat can also then be stripped ff

"  vnti°" o+.  o.trol thestrippinge = Uve.essofthe
y. 1he angle ot madence of the water to the SRB, water pressure, flow rate,

type o nozzle, distance between nozzle and SRB, water jet traversing speed, and direction
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of water jet traverse all have an effect on the process and must be optimized to produce
the desired stripping results.

These parameters cannot be effectively controlled by manual operation which results in
excessive processing time due to the reduced efficien___. Manual operation of a hydroblast
system is also a dangerous and difficult operation. The effect of the strain of manual
operation, can be compared to the mess generated while washing a car combined with the
noise and fatigue from operating a jack hammer. Controlling a water stream at a pressure
that can slice through the TPS places the operator in constant peril of beingcut himself by
the water spray. An operator must wear full body protection and a face shield equipped
with an air hose. The operator must resist a 75 pound backthrust which is produced from
a water spray pressure of 10,000 psi. To remove the operator from the direct contact with
the water spray, the hydroblast process has been automated with the aid of a computerized
robot. Operators can then set behind the console of a computer in an airconditioned and
sound proofed control room. The hydroblast system setup for the removal of TPS from the
SRB aft skirt is shown in Figure 1.

AUTOMATED SYSTEM OPERATION

The hydroblast refurbishment facility installed in hanger AF at Kennedy Space Center was
developed in the Productivity Enhancement Facility at the Marshall Space Flight Center
(MSFC). The hydroblast system designed at MSFC uOlizes a frequency control
Hammelmann pump system. A water diversion system switches the water flow between
different nozzles without physically removing and installing the nozzles. The nozzles to be
used are attached to the end of a six axis of freedom, hydraulic operated robot which is set
on a lift table. The robot arm can resist 225 pounds of reaction force and maintain an
accuracy of 50 mils. This allows full access to an entire section of a component of the SRB
directly in front of the robot. The component sets on a turntable which rotates the
component in front of the robot allowing full coverage of the component by the robot. The
turntable has an angular positioning accuracy of one quarter of a degree. A DEC PDP
11/23 computer controls and synchronizes the robot program, pump pressure and water
flow rate, and the turntable location and speed. The hydroblast system components are
shown in Figure 2.

Parameter optimization must be performed for each material the hydroblast is used to
remove. TPS materials which have effectively been removed by the hydroblast include
specially formulated Marshall Sprayable Ablatives (MSA), KSNA, Marshall Trowellable
Ablator (MTA), PRC - 1422, and Cork. Gloss white Bostick Epoxy paint #443-3-1, different
types of adhesives, and even three inch thick insulation. Although each material has its
own characteristics, some general principles can be applied to any n_terial however.
Stripping material from the top down reduces the interference with the water stream by the
material as it is removed. It is best to have the angle of incidence directed toward the
material to be removed. After the water jet cuts through the material, it penetrates
between the metal surface and the material to be removed which aids the stripping of the
next pass. A glancing angle of incidence was found to be best for stripping TPS without
damaging the topcoat of paint. A near perpendicular angle of incidence was more effective
at removing the white Bostick top coat.

At a 30 degree angle of incidence, a twenty four inch water jet length between the nozzle
and the SRB component was found to be optimal for removal of TPS. This physically
placed the nozzle within twelve inches of the SRB. At a twenty-four inch water jet length,
the water spray pattern impacts the component before it can dissipate. A water jet length

less than twenty-four inches results in a more concentrated impact pattern and althouft_.h
this would yield a stronger stripping force, the smaller removal area results in less e "cient
stripping. A water jet length of eighteen inches proved effective for the removal of the top
coat of paint. Conventional nozzles proved to be inadequate for the high pressures
associated with the hydroblast system,. These nozzles showed low stri__ppmg..performance
and high erosion degradation due to inefficient flow characteristics. The available nozzles
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wereratedat 10,000psi or lower. High Pressure Full Tapered Stripping (FTS) nozzles
were designed with a long convergence before the exit orifice in order to raise the
performance to an acceptable level. These nozzles were also manufactured from a tougher
steel. The operation of the automated hydroblast robot has resulted in an estimated
savings of $52,000 per launch.

PROCESS ENHANCEMENT AT MSFC

An additional process enhancement investigated was the use of a rotating nozzle. A twin
jet nozzle fixed on a rotating hub is turned by the back pressure of the water jet. Moving
the position of magnets within the housing changes the amount of resisting force to
provide speed control over the nozzle rotation. At 15,000psi, a rotational speed of 1500
rpm is possible. This rotating nozzle removes a much wider strip across the material at
each pass. Test results show this to be effective at removing TPS type material but not
point.

Dry grit blasting is a common stripping process and is generally required to remove paints,
especially primer coats. Dry blasting methods used to remove paint and primers greatly
increase the time and cost for processing. Combining grit blasting with hydroblasting will
greatly reduce the refurbishment time and movement and handling of hardware required.
A mixing chamber is added to the nozzle assembly. A gravity feed hopper is connected to
the nozzle mixing chamber where the vacuum created by the water flow through the
nozzle pulls in the grit material. Crushed walnut shells have proven to be an excellent grit
material for the removal of primer paint. The crushed walnut shells are soft enough to
prevent impact damage to most base materials.

Caution and testing must be performed before any production usage of the hydroblast can
be performed. The highpressure water spray is a potent force. At 15,000 psi, a water
spray that is allowed to dwell at the same point on an aluminum plate will cut into the
plate and if left long enough would eventually cut all the way through. It is a good habit
to start the robot or turntable motion before the pressure is increased or to increase the

ressure while the spray is being dissipated into the air surrounding the ]?art to be
ydroblasted in order to preclude this possibility. Several feet is all that is required to

spread the water blast spray out into turbulence and quickly dissipate its energy.

The extremely high pressurized water spray is used for cutting many materials. The
walnut shell grit injection is used with pressures up to 60,000 psi to accomplish an
extremely effective cutting process. The high pressure produces a flow rate at three times
the speed of sound. Special sapphire nozzles must be used because of the high erosion
characteristics of this flow. Even though it cuts fairly cleanly, final milling of the part
would still be desireable. The ultra high pressure water cutting referred to as the water
knife can reach and effectively cut through parts where conventional cutting techniques
cannot reach. The water knife has been coupled to a tracer mill to quickly cut out patterns
in hard materials such as inconel in a fraction of the time usually required to rough cut
these materials. It is effective on composite materials slicing through the fibers w_thout
causing fraying.

MOBILE ROBOT

This automated robot is great for regular and repeatable operations, but some of the SRB
refurbishment requirements are not so easily isolated or have easy access. Even after
several years of use there have been areas on the SRBs that required manual attention, until
now. Marshall Space Flight Center (MSFC) has recently developed a mobile robot to
eliminate these last manual hydroblast requirements. The Mobile Robotic Hydrolasing
System (MRHS) utilizes a six degree of freedom articulated robot mounted on a
transportable platform. The vehicle can be raised up to 34 inches off the ground by four
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hydraulic cylinders for extra reach towards the tallest points on the SRB. Air conditioning
and soundproofing were added to the cab's new watertight plexiglass cabin, creating an
enclosure that wilI protect the operators and robot's controller from heat, humidity and
debris. The robot is electric but has similar capabilities to the hydraulic robot. The MRHS
includes similar diversion valve switching between nozzles. Also included were an
inclinometer for deck leveling and a displacement transducer to input the deck height to
the robot's controller for verification and added safety.

This unit, which is first of it's kind, can be maneuvered around the boosters. The robot's
end effector holding the nozzles can withstand the delivery of 25 gallons of water per
minute under 15,000 psi pressure. The nozzle assembly moves through a smooth
preprogrammed robotic path removing TPS from the boosters. This is twice the flow rate
of water which can be handled manually, with a consistent repeatability of 0.02 inch
accuracy. It improves quality of the TPS stripping and increases personnel and hardware
safety while reducing refurbishment time. It has been conservatively estimated that the
system can save 20 flours of serial time per flight set. This equates to a 40 percent
reduction in TPS removal time prior to SRB disassembly at an estimated savings of $67,200
per launch. As to its untapped potentials, what the Mobile Robot offers is a prototype for
a traveling, ergonomic control center with attached robot that could ex._l mediums other
than water. Already under evaluation at MSFC and USBI is its feasibility for sealant
application, paint spraying, and wet ablator insulation. This system has applications yet to
be imagined for other NASA programs, for the military and commercial aerospace. The
conceptual design for the mobile robot is shown if Figure 3.

CONCI.USION

Hydroblast stripping procedures have proven to be an important part of the refurbishment
of solid rocket motors. The fully integrated computer controlled hydrooLast system

provides a safe and efficient facility for the refurbishment cycle. The development of _e .
Automated Water Blast Research Cell at the Productivity Enhancement Facility has resu ted

in the savings of millions of dollars and hours of precious processing time at Kennedy
Space Center. The newly developed mobile robot has further increased the savings in cost
and time. The technology developed for the mobile robot can be used for new applications
of the mobile robot concept. New usage for the hydroblast system are always being
discovered for hard to reraove materials. The hydroblast system has proven to be one of
the most reliable and adroit systems at both the Marshall Space Flight Center and the
Kennedy Space Flight Center.
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Abstract

The Advanced Composites Technology (ACT) program is seeking research breakthroughs that

will allow structures made of graphite epoxy composite materials to replace metal in the wings and

fuselages of future aircraft. NASA's goals are to reduce acquisition cost by 20-25 percent, structural

weight for a resized aircraft by 40-50 percent, and the number of parts by half compared to current produc-
tion aluminum aircraft. This presentation will focus on the innovative structural concepts, materials, and

fabrication techniques emerging from the ACT program, and will discuss the relationship between aero-

space developments and industrial, commercial, and sporting goods applications.

Introduction

Boeing Commercial Airplane (BCA) Group and Douglas Aircraft Corporation (DAC) use ap-

proximately 400,000 pounds of composites per year in spoilers, rudders, elevators, doors, and other

secondary structure. The rate of application of composites to empennage, wing, and fuselage commercial

airframe primary structure has been disappointingly slow. Composite materials are an obvious choice for

performance optimization, corrosion resistance, and fatigue suppression but before a bold leap toward more
extensive use of composites can be expected in commercial applications, lower acquisition costs and

confidence that production costs can be accurately predicted must be demonstrated. The Advanced

Composite Technology Program's goal is to establish the design concepts, develop manufacturing ap-

proaches, and demonstrate mechanics and cost performance of innovative low cost composite assemblies

providing confidence for production commitment to primary structure by the turn of the century.

State-of-the-Art

The application of composite slructures to commercial transport aircraft is proving to be an
evolutionary process. The National Aeronautics and Space Administration (NASA) has sponsored the

development, certification and flight service evaluation of composite secondary and empennage structure

for components shown in Table 1 (1). Secondary and empennage composite structures are in production on

Secondary Em_ennscje

DC-10 737 L-1011

DC-10 727 L-1011 vertical horizontal vertical

Component rudder elevator aileron etablllzer etablllzer fin

Size (root X span), ft. 3.2 X 13.2 3.4 X 17.4 4.3 X 7.7 6.8 X 22.8 4.3 X 16.7 8.9 X 25

Metal design weight, lb. 91 130 140 1,005 262 858

Composite design weight, lb. 67 98 107 834 204 622

Weight reduction, % 26 25 24 17 22 28

Number of production units 20 11 12 3 11 2

Stad flight service 4176 3/80 3/82 1/87 3/84

Table 1. - Composite structures developed under NASA ACEE program.

several transport aircraft. The weight reduction potential of composite structures is well documented in an

excellent bibliography with over 600 references on NASA sponsored composites research between 1976

and 1986 that was published in 1987 (2). Boeing 737 spoilers for the NASA flight service program have
been in service since 1973 and after 15 years of flight service indicate no loss in residual strength (3).
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Flight service experience made possible the production commitment of secondary composite su'uctures on

the Boeing 767 shown in Figure 1. Full exploitation of the benefits of composites requires application to

wing and fuselage structures which account for 75 percent of the aircraft structural weight. The cost to

develop and produce composite structures remains the major barrier to increased application of this
technology to transport aircraft, shipbuilding and general industrial use.

";,-7/-1 Cerbon
1 Kevlar _ mn, m _
I C_lxlx_/ka_ II • _ I _JrAr

6 / J-_EI_ --'q_ _

/ / _ ouaxwn _

Figure 1.. Current Boeing Commercial Airplanes composite usage.

The ACT program

In 1984 NASA requested that the Aeronautics and Space Engineering Board of the National

Research Council (NRC) form a committee to assess the status and viability of organic matrix composites

technology for aircraft structures. The committee findings and recommendations were reported in 1987 (4)

and rew.ommended that NASA establish a program to develop an integrated "affordable" composites
technology database to reduce the risks of employing new cost effective designs and fabrication processes.

In 1988 NASA initiated the ACT program with emphasis on development of advanced materials, mechan-

ics, innovative concepts, and low cost manufacturing methods. This paper will provide detail on the

improved material forms, tailored cost effective design concepts, and innovative low cost manufacturing

methods that are under development and expected to lead to an "integrated database" of affordable compos-

ite concepts. The term "integrated database" relates to materials and structural issues required to reduce the

risks of applying new composite designs to large structure production applications. Data to be developed

include materials properties, test methods, analytical methods for predicting structural response and
strength, manufacturing and inspection methods.

Until the database for the composite structures reaches a level of maturity comparable to that for

current metallic structures, fabrication and testing of full-scale components will be required to demonstrate

performance and cost goals. Before the commitment to develop and build a composite primary airframe is

made, full-scale fabrication and tests of a wing box, a fuselage barrel and possible the wing-fuselage
attachment will be required to demonstrate that an "affordable" database exists. Technology verification

for the next decade is expected to require fabrication and testing of full-scale wing-box and fuselage-
section components before certification can occur and production commitments can be made.

Potential Benefits

Composites structures are recognized as enabling technology for making significant advances in

the performance of subsonic transports and are essential to achieving an economically viable supersonic

transport. Prior research and development programs have demonstrated weight savings greater than 25

percent and, when the effects of improved damage tolerant materials and resizing the aircraft are taken into

account, the weight savings for some components may approach 40 percent. Composite structures that

have been designed as replacements for metallic structures contain significantly fewer parts and numerous

studies have noted the direct relation between part count and cost. Cost estimates that range from 10 to 40

percent less than metallic structure have been reported for the projected acquisition cost for composite
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structureinfutureproduction(5).Theweightsavingsofcompositestructuretranslatesintoabout10to15
percentfuelsavings(6).Outstandingresistancetoenvironmentaldegradationandresidualstrengthafter
exposuretocyclicfatigueloadingofferthepotentialforbuildingaircraftwithlongerlifeandreduced
maintenancecost(7).Recentstudiesindicatethatcompositestructuresareessentialfordesignofan
economically-viable5000-nautical-mile-rangesupersonicaircraft(8).Compositesarerequiredtoholdthe
grosstakeoffweighttolessthan750,000poundsandallowlandingonexistingrunways.

Therecentemphasisonreducingcompositestructureacquisitioncosttolessthanequivalent
metallicstructurecostwillprovideabroadrangeofopportunitiesforapplicationofhighperformance
compositematerialsinshipbuildingandheavyindustrywithrenewedopportunitiesintheautomotive,
commercial,andsportingbusinesssectors.Orderofmagnitudeincreasesinvolumerequirementsfor
compositescanbeenvisionedin thenext2decadesascommercialairplanewingandfuselageandlarge
shipbuildingapplicationsevolve,resultinginadditionaldecreasesinrawmaterialcost.Newindefinite
roomtemperaturestoragecompositematerialtextileformsareexpectedtomakewarehousingofstructural
buildingblockspossibleandhighmodulusgraphitecompositesroutinelyavailabletothehomehobbyist
andbuildingconstructionmarkets.

Design/Manufacturing Engineering

The preliminary design phase has been identified as the most opportune period during an

airframers hardware production cycle for substantial cost reduction. Boeing has experienced that 70% of

airplane fabrication costs are fixed by the time the design is frozen and that the influence of engineering on
fabrication cost reductions is significantly reduced once the design is completed. Concurrent engineering

interdisciplinary teams are emphasizing cost evaluation at the early stages of the development cycle.

Perhaps, the most important approach for achieving an affordable composites data base is through the

integration of design and manufacturing disciplines. The Design/Manufacturing Integration (D/MI)

approach brings together all disciplines (see Fig. 2) that have an influence on the performance and cost

requirements

Manufactudng

D/MI Team

I mechanics

Figure 2. - Design/manufacturing integration (D/MI) program.

at the beginning of the design process. Figure 3 provides a schematic of the results of the DM/I process for

a simple stiffened skin compression panel. The influence of design concept on cost and weight is the

product of the D/MI process. The interaction of interdisciplinary teams can perform trade studies quickly

resulting in less changes as the design is completed. Airframe companies have begun to practice the D/MI

approach and large benefits from this approach will appear in the next generation of aircraft.

Rapid advancements in computer hardware and software capability at continually reduced cost has

made computer aided design and manufacturing (CAD/CAM) practical for storing complete 3-D electronic

product definitions of complex composite structures. These concepts proven on the B-2 program "mini-
mize costly and time consuming toolmaking phases" normally associated with development of composite

structures (9). Companies employing computers to rapidly manipulate 3-D hardware definition databases

will develop D/MI capabilities that allow the designer to optimize composite material properties while

tailoring the performance and cost of the structure. One ACT program goal is to develop a designers cost

model that will be integrated with a structures optimization model to trade cost and weight during the

conceptual and preliminary design phases.
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Figure 3. - Influence of design/manufacturing integration.

Design Concepts

Composite structures for aircraft applications have historically been designed using standard
metallic stiffened-skin design practices. Composite design concepts are now being developed to reduce
both weight and cost. Design concepts that reduce fabrication and assembly costs can often be cost-
effective even with more expensive materials. Boeing is studying pressurized fuselage concepts for the

ACT program using design concepts that result in lower cost structures by reducing the number of parts and
associated fasteners that have to be assembled. Figure 4 shows a concept to build large one piece compos-
ite panels reducing the total number of panels for a 757 class airframe to 19 panels. The equivalent

Figure 4. - Design concepts

224

o   tNat.
o1: m)o 0u t.rr ,



metallic structure has 72 panels due to limits on sheet metal width availability. Several structural elements
can be integrated into the composite structure during subcomponent fabrication by cocuring the stiffeners
with the skin to significantly reduce the number of fasteners, clips and shear ties needed to assemble
conventional metallic stiffened structures. Sandwich structures are being considered to minimize or even
eliminate the need for stiffeners. Figure 5 shows concepts for composite fuselage quadrant panels designed

Keel

Variation of family D (sandwich)

Family C (bonded stiffeners and frames)

Window
Belt

Variation of family C

(bonded stiffeners and frames)

I NASA/BOEING IATCAS I

Figure 5. - Baseline fuselage concepts.

for an all composite aircraft rather than a conventional metallic replacement. Large one piece composite
panels (up to 32' by 20') can eliminate dozens of complex joints and countless thousands of fasteners that
are common to metallic assemblies. Boeing estimates as much as a 51% weight savings with acquisition

costs equal to equivalent metallic structure for composites built by these concepts, even with today's high
cost materials. Their confidence that large one piece structures can be fabricated comes from experience
noted in an Aviation Week article, "Boeing's B-2 facility Produces Largest Composite Structural Parts

Ever Made" (10).

Materials and Material Forms

To successfully replace state-of-the-art (SOTA) metallic materials, carbon fiber reinforced

polymer composites must exhibit a favorable balance between toughness, damage tolerance, processibility,
and cost. The primary resin magix for subsonic aircraft structure in service today is a brittle 350°F curing

epoxy system that does not exhibit the toughness and damage tolerance required for heavily-loaded primary
aircraft structure. Toughened matrix materials now cost at least three times that of the conventional brittle

epoxy systems and are generally too expensive for widespread use on commercial aivzmft (11).

Thermoplastic composites offer an attractive combination of mechanical properties, toughness,
and the potential for low-cost manufacturing. They provide simple formulations, excellent prepreg
stability, indefinite work-life, no requirement for cold storage, and rapid thermoformable processing.
Solvent resistant thermoplastic tape is currently much more expensive than conventional brittle epoxy

prepreg. ACT Program participants are developing and evaluating powder coated fiber, textile preform
technology, and resin transfer molding (RTM) materials to reduce the materials cost associated with

composites.
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An exciting approach to low cost composites that exhibit exceptional toughness is the use of net-
shaped textile fiber architecture preforms that can be infiltrated by RTM processes and cured in an oven or

autoclave (12,13,14). Automated textile processes such as weaving, braiding, knitting and through-the-

thickness stitching would provide highly automated processes for reduced material COSL Complex fiber
architectures as shown in Figure 6, multilayer fabrics and sU'uctural composite preforms have been demon-

Stitched/woven fabric Layer-to-layer Interlock weave

3-D braid

Figure 6. - Through the thickness reinforced textile forms.

s_ated using automated textile technologies. These dry fiber preforms lend themselves to economical

composite fabrication techniques including RTM and pultrusion. Stitched fabric preforms impregnated

with low cost epoxy matrix resins exhibit outstanding damage tolerance and out-of-plane load capability.

The compression after impact test results for a stitched uni-woven fabric fiat panel made with

conventional brittle epoxy resin shown in Figure 7 exhibit a failure strain far above the accepted design

Compression

Failure Strain

.010-

.008 -

.006

.004-

.002,

.000

Quasi-lsotropic Laminate I

Impact at 250 In.-Lb I

DesignGoal I_ 11%

//
AS4/3502 AS4/3501-6 IM7/8551-7 T300/8551-7

Tape Stitched Tape Interlock I

Uni-WovenFabric Fabric I

1980 Material Toughened Material I

Figure 7. - Standard compression after impact for quasi-isotropic laminates, impact at 250 in-lb.

goal of 0.006% (11). Stitching provides the lowest cost highest productivity approach for through-the-
thickness reinforcement of low cost 2-D fabric preforms. These preforms can be stored indefinitely at

ambient conditions and resin transfer molded on demand with low cost two part epoxy matrix systems.

Douglas Aircraft Corp. is developing the technique for constructing stitched dry preforms from

uni-weave fabric subelements illustrated in Figure 8 (15,16). The matrix used in the Douglas process is
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Basic 9-Ply subelement _ Stiffener
AS4 Unlweave
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90° Kevlar to form blade

Six 9-ply segments Stringer flanges stitched to skin

Figure 8. - Damage-tolerant stiffened panel concept.

either vacuum or pressure infiltrated into the preform which is bagged and cured using standard autoclave
procedures. Damage tolerant single and triple blade-stringer panels have been fabricated from dry stitched
preforms with conventional epoxy RTM. A 22-inch-wide by 22-inch-long three-stringer panel demon-
strated excellent post-impact compressive strength as shown in Figure 9 (15).

60 m

_lm_et_l with0.5inchAluminum

Compression _ spas.
strength,ksi 40

_ 7 AS4/3501-6
20 _ stitchedwith

_ S2 glass
o f I I I I I

0 0.2 0.4 0.6 0.8 1.0

Globalpanelstrain, percent

Figure 9. - Post impact compression strength of blade-stiffened panel.

Alternate methods to impregnate fibers with resin while maintaining the textile preform concept

are being developed. Powder coating processes that homogeneously apply a polymer powder to 3K to 12K
carbon tow offer promise as low cost towpreg that can be woven into fabric. The coating process is
relatively simple and involves a tow spread chamber, a powder recirculating chamber, and a convection
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Prepreg Processing Modules

Tow spreader chamber Powder coater Powder fusion

• Adjustable tow spread
• Minimum fiber damage
• Fast line speed

• Recirculating chamber
• Uniform coating
• Precise resin control

• Convection furnace
• Individual fiber coating

Figure 10. - Dry powder prepregging.

furnace for powder fusion as shown in Figure 10 (17). Advantages of powder-coated towpreg as a new
method to combine fiber with resin are given in Table 2. It is especially useful for thermoplastics which

• Versatile: thermoplastics and thermosets

• Room temperature
• No solvents involved

• Minimum exposure to toxic materials

• Prepreg requires no refrigeration: cuts waste/spoilage

• Prepreg can be woven, filament wound, pultruded, thermoformed

• Good alternative to RTM processing of textile preform composites

Table 2. - Importance of the powder coating process.

otherwise are difficult to prepreg onto carbon fiber without the use of difficult hot/melt or solvent coating

procedures. The mechanical properties of unidirectional and woven composites made from powder-coated
towpreg show promising results (18).

Manufacturing Methods

ACT program participants are developing lower cost starting materials that do not add to down

stream manufacturing cost, significantly more automation that will reduce labor cost and eliminate scrap
due to human error, simple designs that exploit automated processes, approaches to eliminate autoclave

consolidation requirements and assembly processes that eliminate shimming. Specific processes and

methods that are being investigated include building block textile preforms, resin transfer molding,

advanced fiber placement and braiding. Through-the-thickness stitching of uniweave tape and two-and

three- dimensional woven or braided structural shapes offer the potential for automated equipment con-

struction with indefinite ambient conditions storage. Braiding will be evaluated for building structural

elements such as frames, spars and longerons and for fabricating large components such as a wing box.

Designers are beginning to develop design concepts that exploit the potential to reduce cost with

new fabrication methods and automated fiber placement processes. Automated fiber placement is a process

that provides inprocess consolidation of multiple ribbonized prepreg tows and uses robotic machine

technology to control tow dispensing, location and direction. Individual towpreg ribbons have cut and add

dispensing control so that each tow in a 32 tow band can be applied or removed without stopping the
delivery head as it applies material. Automated fiber placement machines can be used to fabricate inte-

grated structures by rapidly placing towpreg on complex shape tools or mandrels. Stiffeners can be wound
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into grooves in a mandrel that are oriented in any suitable stiffener orientation and then the skin is wound
over the stiffeners to produce a stiffened shell structure with minimum part count, tool requirements, and a
single cure cycle for the complete part. An ACT contract with Hercules Inc. (19) will use their automated
fiber placement equipment shown in Figure 11 to demonstrate the cost effectiveness of the process to

I

Yew

Figure 11. - Multi-axis fiber placement machine.

fabricate multiple panels similar to the Boeing fuselage keel quadrant panels shown in Figure 12. Advan-

tages of the fiber placement process are provided in Table 3.

• Minimize splices and part count

• Automated batch processing

• Efficient ply tailoring

• Low-cost matedal form

• Compatible with all
design families

Example: Keel quadrant skins.

Figure 12. - Processefficiency of quadrant approach

• Ply thickness control
• Thin plies, prepreg tape equivalent
• Constant thickness

• In-process compaction
• Controlled fiber angles

• Nongeodesic paths
• Potential low cost material form

(In-line prepreg tow)

• 360 ° part fabrication
• Longitudinal joint elimination
• Fastener reduction

Table 3. - What fiber placement offers.
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Summary

NASA, DARPA (20), DoD and industry all are seeking lower acquisition cost aporoaches
to ai?plications that will extensively increase the volume usage of composites in the next decade.
Traae studies in Phase A of the ACT program have indicated that several composite manufactur-
ing approaches will provide substantial weight savings at equal cost to aluminum for laree
primary structure. As composites processes are optimized and low cost textile material forms are
introduced to the market place, composites will be less expensive than equivalent metallic
structures. Cost effective composites will broaden opportunities for introduction of fatigue and
environmental degradation reslstant materials that exhibit near zero thermal expansion coefficient
to broad sectors or industrial, commercial, automotive and sporting goods apphcations.
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ABSTRACT

The Toroid Bonding Gun is an induction heating device. It is a self contained, portable, low powered

(0.1-2 kilowatt) induction welding system developed at Langley Research Center for bonding or joining plastic,
ceramic, or metallic parts. Structures can be bonded in a factory or in the field. Bonding times for laboratory

specimens have been cut by a factor of 10 to 100 times compared to standard press or autoclave bonding.
This type of equipment allows for applying heat directly to the bond lines and/or the adhesives without heating
the entire structure, supports, and fixtures of a bonding assembly. The induction heating gun originally

developed for use in the fabrication of space structures has been expanded. Gangs of bonders are now used
to rapidly join composite sheet and structural components. Depending on the type of bonding equipment,
composite structures can be joined in a factory or in the field. Other NASA-developed appfications of this
bonding technique include the joining of thermoplastic composites, thermosetting composites, metals, and
combinations of these materials. Inductron Corporation has been granted an exclusive ficense to practice the

technology. Inductron has developed techniques and tools for annealing and brazing metals, manufacturing
thermocouples, shrinking Cryo-fit (TM) hydraulic couplings, and flexible induction heads for complex
structure repair/manufacture. Inductron will have a booth to display commercially developed hardware at

Tech 2000.

INTRODUCTION

In the fabrication of large space structures (F'_,ure 1), a portable induction heater requiring minimal or no

external cooling is desired when sealing seams and joining components. This portable heater used little power
and is controlled by miniaturized components. The toroid joining gun is a self-contained, portable low

powered (.1-2 Kilowatts) welding system developed at Langley Research Center for joining plastics, metal, and
ceramic parts using induction heating techniques (F'ggure2). The device developed for use in the fabrication

of large space structures (Figure 3) can be used in any atmosphere or in a vacuum. Components can be
joined in situ, whether on earth or on a space platform. The expanded application of this welding gun is in
the joining of thermoplastic composites, thermosetting composites, plastics, metals, and combinations of these
materials, annealing and brazing of metals, making of thermocouples, and shrinking of Cryo-fit hydraulic

couplings.

Induction heating is well known in industry. When a current passes through a conductive coil, a magnetic

flux is produced inside and around the coil. When a mass of conducting material is moved in this magnetic
field or is subjected to a changing flux, induced currents, called eddy currents, circulate in the mass. In most
instances, eddy currents are, wasted energy, but in induction heating they are actual producers of heat.

The objective of this bonding system was to provide a method and apparatus for joining thermoplastic
matrix composites and other compatible materials which could be used in outer space, on earth, or in
motionless surroundings. The ability of a low-powered toroid gun (F'_ure 5) to heat metal, and a recently

developed non-metal ceramic, is used to inductively join pieces of thermoplastic and thermoplastic composite.
In a toroid pole piece, magnetic flux remains inside the toroid core when the system is energized. To divert

the path of the magnetic flux from the toroid to an adjacent susceptor, the toroid must be altered. This
alteration is accomplished by cutting a segment out of the toroid and placing the air gap in the toroid on the
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surfaceof a plastic matrix composite sandwich consisting of a susceptor positioned between the two composite

components to be joined (F'_mre 5). When the toroid is energized, flux will flow through the toroid, through
the plastic composite (which is transparent to magnetic flux) into the susceptor back through the plastic

composite into the toroid. Alternating current produces inductive heating instantly in the susceptor causing
the plastic interfacing on either side of the susceptor to melt and flow into perforations made in the susceptor
forming the joint. Joining is accomplished in minutes.

Inductron Corporation has expanded the appfications of the Toroid Bonding Gun to include brazing and
heat treatment of metals, shrinking of Cryo-fit hydraulic couplings, making of thermocouples, and

repair/fabrication of ceramic, metallic, and plastic components. To accomplish the expanded applications of
the U.S. Government patent, Inductron has modified and improved circuit and head design, included

temperature control, temperature monitoring, timers, and in some cases, included temperature recording.

BONDING AND TESTING

Shear Specimen Bondina

Overlap shear specimens were bonded in a configuration conforming to the American Society for Testing
Materials (ASTM) standards D1002 and D3163. The technique similar to that used for spot welding metallic
structures was used for rapid bonding of lap shear specimens made of thermoplastic composites, thermoset
composites, metals, and combinations of these materials (Figure 4).

The rapid bonding equipment for laboratory shear specimens is shown in Figure 6. The press is identical
to that for conventional specimen bonding, as are the load cell and temperature and load indicators.

Replacing the conventional heated platens is a toroidal high frequency induction heater and its power
controller. The specimen is located in a fixture for ease of alignment When power is applied, the toroid
rapidly heats the susceptor, such as a metal screen, which has been impregnated with a thermoplastic adhesive
or is sandwiched between thermosetting adhesive films. For lap-shear specimens, the metallic or

fiber-reinforced plastic composite material adherends are placed above and below the susceptor in the sample
fixture, and bonding pressure is applied. The susceptor heats the adhesive or thermoplastic composite
adherend rapidly, usually within a minute, to the bonding temperature. The heat is maintained from one to

several minutes to promote adherend joining. When power is turned off, the specimen rapidly cools to a
temperature below which the adhesive or thermoplastic composite is sufficiently set, and pressure is removed.

Some of the composite materials tested are shown in Table 1. When rapid bonding was compared directly
with laboratory-press/heated-platen bonding the strengths of the toroid bonds were found to be significantly
higher than those obtained by press bondhig (Table 2). This process is more controllable and more energy
conserving than conventional bonding with heated platens or an autoclave (1, 2).

BONDING APPLICATIONS-NASA

In addition to the lap shear mechanical property tests obtained on adhesives, a number of applications
have been found for using this technology.

Panel Bondin_

An overall view of the Rapid Adhesive Bonding (RAB) equipment of overlap panel assemblies is shown in
Figure 7. Six air-cooled toroid induction heaters are mounted with a load cell on a support structure, which

in turn is mounted to a transverse alignment slide. That slide is located on a longitudinal traversing carriage,
which travels along a standard machine bed. The power supply controller and load indications are on the

transverse slide, while thermocouple sensor monitors of panel specimen temperature on the bed. The panels
to be bonded, 2 feet long in this figure, are located in a simple insulated panel support. The power supply
shown (which uses approximately 1000 watts or less at 60 Hz and 120 volts for each toroid) provides the
required circuitry for a self-tuuing induction-heating circuit which operates at 30,000 to 100,000 Hz.

Snsceptors concentrate the induction heating effect in the bond line. The most successful of these developed
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for this application are the flattened 1008 carbon steel screen and a perforated 410 stainless steel foil.

Temperature - Temperature monitoring in the adhesive bond line is considered to be an important
requirement of this Induction Bonding Process, because heating is concentrated in the bond line in all
applications in which a susceptor is used. A series of thermocouples are positioned an inch apart in the bond
line of a test specimen for each of the materials to be bonded.

Bonding Procedure - The bonding procedure consists of installing the parts to be bonded in a fixture,
positioning the toroid heads over a dummy "on-ramp" specimen of the same material and geometry as the
work, bringing the dummy specimen (with a thermocouple in the bond llne) to the bonding temperature, and

initiating a traversing carriage movement at the required rate.

Graphite/epoxy panels bonded with the HT-424 adhesive are shown in Figure 8. They were made with and
without snsceptors in the bond line. An important finding in this application of RAB is that Graphite/epoxy
laminates can be heated directly in the induction field of the toroid heaters without a susceptor. Some lap

shear specimens, cut from a graphite/epoxy panel bonded with HT-424 epoxy/phenolic adhesive and with the
steel screen snsceptor, were tested at room temperature and at 180°F (in accordance with ASTM D1002 and
D3163). Other samples were tested at RT and 180°F, after 1000 thermal cycles from -1000 and 180°)F, at RT
and 180°F after a 72 hour boiling water exposure. The RAB process had no degrading effect on shear

strength of Gr/Ep/Ht-424/Gr/Ep bonds, compared to standard bonding, and thermal cycling did not
significantly degrade these properties. The water boil exposure degraded bond strengths about 35 percent at
room temperature and 28 percent at 180°F. This degradation is approximately the same as that noted for the

HT-424 adhesive in the supplier's literature.

Rapid Strain Gauge Attachment

A new method has been developed for bonding film gauges (e.g., strain gauges) to high reluctance, low

reluctance, and no reluctance structures.

Conventional methods for bonding fdm gauges to be operated at elevated temperatures are typically time

consuming due to clamping and baking procedures. Beeanse it is impractical to utilize an oven for curing

purposes in the field, different procedures and equipment must be implemented.

Previous methods of mounting gauges require the use of contact adhesives and epoxies. Contact adhesives

for mounting gauges are limited to low humidities during installation, low temperature during use, and 90 days
of useful data measurements. Epoxies require the use of heat lamps, hair dryers, and electric heater devices

to generate heat to cure the epoxies. The use of epoxy as a strain gauge adherent requires substantial time

and power.

A new method of bonding strain gauges that reduces adhesive cure schedules from a matter of hours to
minutes has been developed. This procedure, which incorporates the use of a toroid joining gun, is primarily

applicable to elevated (up to 204°C) temperature strain gauge requirements. The toroid gun can concentrate
high temperatures in localized areas through the induction heating principles. When bonding a sensor to the
surface of the insulator, such as fiberglass, which has no reluctance and poor thermal conductivity, a ferric
material in the form of a thin (1/8") plate is placed between the sensor and the energy source.

The ferric plate generates inductive heat which is transferred to the gauge region to activate the adhesive.
The heat is obtained from the induction bonder which is placed on the gauge with approximately 5 pounds of

pressure per square inch and energized for 2 minutes (Figure 10). Pressure is maintained for an additional 1
minute during cool down. For this process, a hand held gun is used, as shown in Figure 9C. Once the gauge
area has cooled down, leads are attached, and testing begins.

Test data shows that strain gauges bonded to structural speeiments using the toroid induction bonder

produce results equal to the data obtained using standard bonding techniques (4). The advantages of using
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thetoroidjoining gun over existing methods are lower power, rapid bonding, lightweight equipment, localized
heat on the strain gauge adhesive, and portability.

One-Step Joining and Electric Conduction

This process relates to electromagnetic heating and, in particular, to a fastener to be used between two
thermoplastic or composite objects for induction heating and joining purposes.

Inductionheatingusinga metalfastenerisa common method ofjoining.The metalfastenermay be a

solidsheetofeddy currentconductingmetalplacedadjacenttothematerialstobe joined,oran aperturedor
screenedsheet(metallicornonmetallic)placedbetweenthematerials.Electromagneticinductionheatsthe

metalwhen one ofseveralknown inductionheatingmethodsisused;theheatgeneratedsoftensand joinsthe
nonmetallicmaterial.

Often the step following the joining of thermoplastics is that of prodding electronic circuitry thereupon.
An electrical conduction system is usually separately fabricated and fastened to the joined materials. No

means have been provided for inductively heating sheets and simultaneously fixing electronic circuitry into the
system.

In the one-step dual joining technique (5), a screen is placed between a thermoplastics at the area to be
joined and is inductively heated using the toroid joining gun. The materials to be joined soften and join at the
apertures of the screen. After joining, the screen lends-structural support, and the copper wires therein may
be used to conduct electricity (Figure 11a and b). Insulation allows conduction without the danger of short

circuiting, and the thermoplastics, themselves insulators, ensure safe conduction. The conducting wires may
lead to any electronic component, and render separate electronic circuitry unnecessary.

Typically a 26-mesh screen of carbon steel inductor wires is integrated with two or more insulated copper
wires. This integrated screen is placed between two sheets of plastic. The toroid joining gun produces
sufficient heat to join the sheets of plastic. After cooling, the copper wires are able to conduct electricity
through the now joined sheets of plastic.

Conducting wire or bundles of wires may be used. Some inductor wires are necessary for formation of the

bond; their number relative to conductor wires is chosen according to the desired heat of joining and
conductivity of the joined sheets. Since the sheets bond to each other around the wires, the number of
conductor wires present within the sheets does not affect the strength of the final bond.

A large fabrication of sheets and wire screen may serve as a wall panel in, for example, a house (Figure
lla and b). The copper wires lead to conventional electrical outlets or switches.

Inan even larger fabrication, copper wires within sheets making up cylindrical tubes connecting
components of a large space structure, could transmit data in electrical form between components.

BONDING APPLICATIONS - INDUCTRON

Rapid Field Repair with Susceptors

Inductron has developed a device (Flexible Heating Head) to meet a need for a better way of repairing
aircraft windscreens, metallic and composite structures (Figure 12a, b, and c). Conventionally, windsereens
and composite panels are repaired by using mechanical fasteners to clamp a patch, by fusing the patch with
the damaged structure (e.g. windscreens), or by adhesive bonding of the patch. Each method has drawbacks;
mechanical fasteners require hole preparation and special hardware, fusing thermoplastic composite material
requires fixturiug and time for curing.

The simply operated flexible induction welding gun employs magnetic flux to a susceptor generating heat
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to the parts to be joined. In a typical aircraft repair, the only preparation required (e.g., composite, metal,...)

is cutting a susceptor and patch sfighfly larger than the damaged area. The susceptor is placed between the

damaged component and the patch. The susceptor is impregnated with a thermoset or thermoplastic
adhesive. The flexible welding gun is positioned directly above the damaged area. When the flexible head is

energized, the alternating current produces inductive heating in the susceptor, the susceptor transmits the heat

to the bond line, causing the adhesive to melt, flow, and cure (thermoset) forming a bond (Figure 13).

Rapid Field Repair Without Bond Line Suseeptors

Inductron has developed a repair process for damaged ceramics, metals, and plastics eliminating the need

of bondline susceptors (Prior Art). This is accomplished through the use of a flexible ceramic susceptor. The

susceptor is placed above the damaged area, which is comprised of a patch, adhesive and damaged

component. An induction welding gun (flexible head) is positioned directly above the susceptor. When the

induction welding gun is energized, the alternating current produces inductive heating in the susceptor, the

susceptor transmits the heat to the patch, adhesive and damaged component causing the adhesive to melt,

flow, and cure (thermoset) forming a bond.

COMMERCIAL EQUIPMENT - INDUCTRON

M_kl._ of Thermocouples

Inductron Corporation has developed a rapid, reliable, inexpensive method of manufacturing

thermocouples. A thermocouple is composed from two wires of dissimilar metals joined at one end.

Inductron has developed a brazing process to join the dissimilar metals of a thermocouple. Inductron

Corporation has redesigned the Toroid Bonding Gun to include a susceptor in the gap. Once the bonding

head is energized alternating current flows in the susceptor, a braze alloy and flux are now used to tin the

susceptor. The two thermocouple wires are twisted and placed in the soft brazing material, on the susceptor,
for 5 seconds and removed forming a thermocouple (Figure 14).

Flexible Susceptor

Induetron Corporation has developed a repair process for metals, ceramics, and composites utilizing a

flexible ceramic susceptor.

The flexible susceptor can be inductively heated outside the bondline as a means for joining metals,

plastics, and ceramics using thermoset/thermoplastic adhesives. The flexible susceptor may be used as a

heating element (susceptor) in the bondline to melt thermoplastics or for curing thermoset adhesives.

TOROBRAZER

A new concept (TOROBRAZER) has been developed by Inductron Corporation for brazing and

annealing bandsaw blades utilizing an induction heating process.

The TOROBRAZER can concentrate high temperature levels in localized areas through induction heating

principles. A half inch gap has been cut from the toroid. When the power source is energized, a current
passes through the coil generating a magnetic flux which travels to the gap of the toroid. The flux is then

conveyed to the saw blade through the chassis top plate which is transparent to magnetic flux. Resulting eddy

currents produced int he blade generate heat sufficient for brazing (Figure 16) and annealing the blade joint.

Coupling Head

Inductron Corporation has developed a coupling head (Figure 15a) for heating metallic heat-to-shrink

couplings and fittings (Figure 151o).
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The coupling head is capable of reliably generating high levels of heat within the coupling using an
induction heating process. A gap has been cut in the toroidal core. When the power source is energized a
current passes through the core to the toroidal gap. The resulting hysteresis losses produced in the coupling
(positional in the gap) generate heat sufficient for shrinking the coupling (440°F). The power source is then
automatically deenergized by the temperature controller.

CONCLUSION

Induction Bonding concepts and equipment have been developed at NASA and Inductron. Bonding times
for standard ASTM overlap shear specimens can be cut by a factor of 10 to 100 compared to standard press
or autoclave bonding. High lap shear strengths can be generated with a range of adherend materials

(including metals and polymer matrix composites) and adhesives (both thermoplastic and thermosetting).
Short term thermal cycling and water boil exposures have shown environmental stability for these rapid bonds,
including those which contain steel screen or stainless steel foil susceptors in the bond lines.

The Induction Bonding concepts were extended to continuous seam bonding of metallic and composite
panels with promising results for bonding of both like and unlike adherends. Rapid bonding of other
geometries such as face sheets of fiber-reinforced polymer matrix composites or titanium alloy to titanium
honeycomb were proven feasible.

The inherent portability of Induction Bonding equipment suggested that field repair procedures for
adhesive bonding of damaged metallic, polymeric, or composite structures are possible. Initial development of
these procedures showed that field bonding of patches of titanium allot and graphite/epoxy composite
materials could be bonded to typical aircraft panels.

Furthermore, variations of the Induction Bonding process can be used to repair polycarbonate or acrylic
windscreen material and hydraulic tubing; anneal metals; fabricate thermocouples; mount strain gauges; and
braze metals.
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N91-23050
RELIABILITY AND RISK ASSESSMENT OF STRUCTURES

C. C. Chamis

NASA Lewis Research Center
Cleveland, OH 44135

ABSTRACT

Development of reliability and risk assessment of structural components and structures is

a major activity at Lewis Research Center. It consists of five program elements: (1) probabilistic
loads, (2) probabilistic finite element analysis, and (3) probabilistic material behavior, (4) assess-
ment of reliability and risk, and (5) probabilistic structural performance evaluation. Recent

progress includes: (1) the evaluation of the various uncertainties in terms of cumulative
distribution functions for various structural response variables based on known or assumed

uncertainties in primitive structural variables, (2) evaluation of the failure probability,
(3) reliability and risk-cost assessment, and (4) an outline of an emerging approach for eventual
certification of man-rated structures by computational methods. Collectively, the results
demonstrate that the structural durability/reliability of man-rated structural components and

structures can be effectively evaluated by using formal probabilistic methods.

INTRODUCTION

It is becoming increasingly evident that deterministic structural analysis methods will not
be sufficient to properly design critical components in future structures in general and aerospace
structures in particular. These structural components are subjected to a variety of complex, and
severe cyclic loading conditions, including high temperatures and high temperature gradients.
Most of these are quantifiable only as best engineering estimates. These complex loading
conditions subject the material to complex and coupled nonlinear behavior which depends on
stress, temperature, and time. Complex and coupled nonlinear material behavior is nonuniform, is
very difficult to determine experimentally, and perhaps impossible to describe deterministically. In
addition, hot rotating structural components for aerospace propulsion (engines) are relatively
small. Fabrication tolerances on these components, which in essence are small thickness
variations, can have significant effects on the component structural response. Fabrication
tolerances by their very nature are statistical. Furthermore, the attachment of components in the
vehicles integrated structural system generally differs by some unknown amount from that assumed

for designing the component. In summary, the fundamental aspects -- (1) loading conditions,
(2) materials behavior, (3) geometric configuration, and (4) supports (attachments) to integrated
structures inherently include a variety of uncertainties of unknown magnitude.

There are generally two approaches to handle this wide variety of uncertainties:
(1) current practice, and (2) probabilistic evaluation. Current practice is adequate where the new
engine structure is __notvery different from an existing one. However, this approach is costly and
requires long time-schedules for future structures which will be entirely different from any existing
ones. The second approach is to develop probabilistic structural analysis methods where the
uncertainties in all the parameters of the four fundamental aspects are described by appropriate

probability functions.

Development of the probabilistic structural analysis methodology (PSAM) is an on-going
activity at NASA Lewis and is a joint program of in-house and sponsored research (ref. 1).
Theoretical considerations, computer codes, and other relevant applications are described in

papers presented in conferences (refs. 2 to 6). Activities and progress up to June 1989 are
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summarized in reference 7. The objectives of this brief paper are (1) to summarize the
fundamental aspects of PSAM and (2) to demonstrate the application of this methodology to a
specific example (the reliability/risk of turbine blade components of rocket propulsion systems).
The specific example includes the four fundamental aspects (key elements) required in
probabilistic structural analysis of future structures, namely: (1) probabilistic loads,

(2) probabilistic finite element analysis, (3) probabilistic description of complex coupled nonlinear
material behavior, and (4) evaluation of reliability and risk. Throughout the specific example
discussion, appropriate comments are included to illustrate the generality of the method and its
application to aerospace and other structures in general.

FUNDAMENTAL CONSIDERATION

Central to the probabilistic structural analysis is the fundamental consideration that:
Uncertainties observed in the structural performance (displacements, frequencies, buckling, global
fracture toughness, stresses/strains) of structures can be quantified in terms of corresponding
uncertainties in basic parameters (primitive variables). The primitive variables are those which
are used to describe the structure and its respective environment. For example: (1) structural
configuration, (2) boundary conditions (attachments), (3) loading conditions, and (4) material
thermomechanical nonlinear behavior.

The uncertainties in these primitive variables are then integrated through structural
mechanics to quantify the uncertainties in the global structural responses (displacements) and are
decomposed to quantify the uncertainties in local responses (stresses/strains). The concept is
schematically illustrated in figure 1. The structural component is the blade which is modeled for

finite element analysis. The input uncertainties are the blade loads (centrifugal, pressure, and
temperature), geometry and material variables. The output is quantification of uncertainties in

structured responses or in local stresses for probable fracture initiation. Brief descriptions are
given in subsequent sections on each of these as it is applied to the specific example.

PROBABILISTIC SIMULATION OF LOADS

The fundamental assumption for the probabilistic simulation of loads is that each

individual load condition can be probabilistically synthesized from four primitive parts:

(1) steady state, (2) periodic, (3) random, and (4) spike. Each of these parts, except random, is
described by a nominal or deterministic portion and a probabilistic perturbation about this

nominal portion. The resulting distribution is similar to the schematic, in figure 1 upper left and
as further described in reference 7. One justification for synthesizing each loading condition in
terms of primitive parts is that experts, over the years, have developed good judgment of the

ranges of perturbations about nominal or deterministic conditions. A computer code (Composite
Load Spectra) has been developed to synthesize the four parts of each load condition by using
(1) available data from various sources of past experience, (2) probability theory, and

(3) a dedicated expert system, which includes the information supplied by the experts.

The results from the application of the Composite Load Spectra computer code to
probabilistically simulate loads for two blades are summarized in table 1. The comparisons with
the measured data are in very good agreement considering the large number of primitive variables
(47) required to synthesize these loads. The conclusion is that methods can be developed and are
available to probabilistically synthesize complex load conditions for hot aerospace structures and
structures in general.
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PROBABILISTICFINITEELEMENTSTRUCTURALANALYSIS

The fundamental assumption for developing probabilistic finite element methods (PFEM)

for structural analysis is that the uncertainties in each primitive structural variable can be
represented by an assumed probabilistic distribution. Primitive structural variables are those which
are used to describe a structure such as: (1) stiffness, (2) strength, (3) thickness and tolerance,

(4) spatial location, (5) attachment, and (6) various nonlinear material dependencies (temperature,
stress, time, etc) as is schematically illustrated in figure 1 upper right. See also reference 7.
Subsequently, the uncertainties in the load conditions (synthesized by the composite load spectra)
and the uncertainties in the primitive structural variables are computationally synthesized by

performing probabilistic finite element structural analysis to simulate uncertainties in the
structural response of a specific structural component or structure. The structural response is

generally described in terms of usual quantities such as displacement, frequencies, buckling loads,
and structural fracture toughness as was already mentioned.

PFEM has been formalized and integrated into a computer code identified as NESSUS

(numerical Evaluation of Stochastic Structures Under Stress). NESSUS contains a library of finite
elements and is driven by an expert system. It can be used to probabilistically evaluate all types of

structures. Representative results obtained using NESSUS on various structures are given in
references 1 to 7 and for the specific example will be discussed in a later section. The combined

effects of the primitive variable uncertainties on structural response are generally shown as
probability distributions, figure 1 bottom right (stress from NESSUS). The information generated
for these probability distributions can also be used to evaluate the sensitivities which influence
these distributions. The significant point is the PFEM yields a wealth of information which can be

used to evaluate: (1) the uncertainties in the structural response, and (2) the sensitivities which
can be used to adjust the design for enhanced probability of success. The important conclusion is
that probabilistic finite element methods can be developed and are available to quantify
uncertainties in the structural performance of a variety of structures. In addition the sensitivities

that influence this performance can be evaluated and ranked.

PROBABILISTIC SIMULATION OF MATERIAL BEHAVIOR

The fundamental assumptions to probabilistically simulate complex nonlinear material
behavior are: (1) a relationship for material behavior can be developed in terms of primitive
variables affecting this behavior and (2) the uncertainties in the primitive variables can be
described by assumed distributions (ref. 7). A multifactor interaction model (MFIM) for this
relationship has been developed and incorporated in the NESSUS computer code. The MFIM is
used to develop resistance probability functions as shown in figure 1, bottom right (strength).

This MFIM is applied to specific structures to probabilistically determine: (1) the
resistance curve for damage (crack) initiation and (2) damage propagation and its effects on global

structural response. The results for the most probable point for damage initiation, the most
probable path, and the degradation in structural integrity can then be determined for specified
probabilities. The important observation is that the uncertainties in damage initiation,
propagation and subsequent effects on structural performance can be probabilistically simulated by
the methodology described herein. It is worthy of note that this methodology, in general, is

applicable to a variety of structures, and can readily be incorporated to monitor the in-service
health of structures in general and aerospace structures in particular.
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RISK-COST ASSESSMENT

The methodology described previously has been emended to perform reliability and risk-
cost assessments. In order to accomplish this, (1) the cost for component/structure service
readiness needs to be quantified and (2) the cost as a consequence of component/structure failure
must be established. Both of these have been integrated into the probabilistic structural analysis
methodology (ref. 8). The results from the application of this methodology to the specific example
blade are summarized in figure 3 in terms of fatigue cycles to failure.

The important observation from the aforementioned discussion is that the reliability and
risk-cost of structures in general and man-rated structures in particular can be assessed using
probabilistic methods of the type described herein. The implications are far-reaching because
these methods are primarily computational and can be applied to existing structures to evaluate
their risk for continuing service as well as those on the design board and those still in the
conceptual phase.

RELIABILITY/CERTIFICATION -- AN EMERGING APPROACH

The collective observations from the previous discussion led to an emerging approach to
computationally simulate structural reliability, risk components qualification, and eventually
vehicle structure certification. The general steps for this emerging approach are outlined as
follows:

1. Develop a coarse structure or structural component/vehicle (global) analysis model.

2. Conduct probabilistic structural analysis (PSA) of the types described herein.

3. Identify the critical component/structure areas from the results of PSA.

. Perform global/local PSA's to evaluate nonlinear effects and to locate probable sites of
damage initiation.

5. Determine the most probable damage propagation path.

6. Evaluate probable structural degradation along this path.

o Establish probable path extent for violation of specified structural performance criteria
(for example, 10-percent increase in displacement or 5 percent reduction in the frequency
of the first vibration mode).

8. Assess the corresponding reliability and risk and decide on their acceptability.

. Schedule inspection intervals and retirement for cause criteria based on the results of
items 5, 6, and 7.

10. Verify with probabilistically selected (using respective sensitivities) critical structural
components and prototype structure tests.

11. Design a suitable in-service health monitoring system using the results from items 8 and 9

above in order to ascertain that the component/structure will meet the acceptable
reliability and risk requirements.
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CONCLUSIONS

A methodology has been developed for the formal probabilistic quantification of
uncertainties in the structural performance and subsequent reliability and risk of man-rated
structures. The key elements in this methodology are: (1) probabilistic load simulation,

(2) probabilistic finite element analysis, (3) probabilistic simulation of complex nonlinear material
behavior, and (4) risk-cost assessment. This methodology is described in terms of fundamental

aspects and application to a specific structural component which is a turbopump blade of the
Space Shuttle Main Engine (SSME) and which was selected for its complexity in order to
demonstrate what can be done by using this methodology. The specific example illustrates how
the uncertainties in all the basic parameters (primitive variables) for loads, structure and material

behavior are incorporated in order to probabilistically simulate the uncertainties in the structural
response (global and local). Also, the example illustrates how the reliability and risk-cost can be
assessed. Collectively, the summary of the fundamental considerations and the results from the

specific example demonstrate that a formal methodology is available to evaluate the reliability and
risk-cost of man-rated structures in aerospace environments as well as structures in general. In

addition, an emerging approach is outlined which can be used to computationally qualify and
eventually certify future structures.
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FIGURE 2
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A SEMI-AUTOMATED PROCESS FOR

THE PRODUCTION OF CUSTOM-MADE SHOES

Franidin H. Farmer, Ph.D.
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Hampton, Virginia 23665-$225

INTRODUCTION

A more emcient, cost-effective and timely way of designing and manufacturing custom footware is needed.
Over one-half million Americans cannot comfortably wear off-the-self, mass-produced shoes. Their

requirements for custom-made shoes result primarily from congenital defects or from having worn improperly
fitted footware, but a substantial portion of these individuals have had partial amputations of the foot.
However, custom-made shoes, particularly orthopedic shoes, are usually very expensive because their design
and manufacture is now a highly skilled and labor intensive process; and their delivery times are often long.

and getting longer, because the number of skilled shoemakers in this country is inadequate and declining
rapidly.

A potential solution to this problem lies in the use of computer-aided design and manufacturing
(CAD/CAM) techniques in the production of custom shoes. Although these techniques are being used in the
design and manufacture of mass-produced shoes, they have only recently been applied to the production of
custom shoes. In 1984, two workshops to "Establish Criteria for the Development of a Computer-Aided

Design (CAD) System to be Used in the Construction and Custom Contouring of Orthopedic Footwear
through Computer-Aided Manufacturing (CAM)" were sponsored by the National Institute for Handicapped
Research (now National Institute for Disability and Rehabilitation Research). These workshops revealed a
general consensus among the participants that the technology existed and the time was ripe for the
development of a cost-effective, highly automated system which would use CAD/CAM techniques to design
and manufacture custom shoes 1.

In 1985, the momentum generated by those workshops resulted in the initiation of a cooperative
inter-agency project to develop such a system. This project, supported equally by the Veterans A_tration

(VA) and NASA, has been carried out under the technical direction and management of NASA with the
support of Research Triangle Institute. NASA's involvement in this project has been motivated by an
opportunity to apply NASA-developed technologies, specifically the computer programs NASCAD (NASA
Computer-Aided Design), RIM (Relational Information Management) and the NASA version of APT
(Automatically Programmed Tools), to the solution of this problem.

Using the workshop data and recommendations as a starting point, a prototype computer-based system
has been developed by a team of programmers and engineers supported by grants to North Carolina State

University (NCSU) and the University of Missouri-columbia (UMC). This system is primarily a software
entity which directs and controls a 3-D scanner, a lathe or milling machine, and a pattern-cutting machine to
produce the shoe last and the components to be assembled into a shoe. The steps in this process are: 1) scan
the surface of the foot to obtain a 3-D image; 2) thin the foot surface data and create a tiled wire model of

the foot; 3) interactively modify the wire model of the foot to produce a model of the shoe last; 4) machine
the last; 5) scan the sudace of the last and verify that it correctly represents the last model; 6) design cutting
patterns for shoe uppers; 7) cut uppers; 8) machine an inverse mold for the shoe innersole/sole combination;
9) mold the innersole/sole; and, 10) assemble the shoe. For all its capabilities, this system still requires the
direction and assistance of skilled operators, and shoemakers to assemble the shoes. Ctm'ently the system is

running on a SUN3/260 workstation with TAAC application accelerator. The software elements of the system
are written in either FORTRAN or C and run under a UNIX operator system.
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DETAILING THE PROCESS

Currently foot scans are being made with a commercially available 3D laser scanner, the Cyberware Model
4020. This scanner records approximately 250,000 points, which are registered in latitude, longitude and radial
distance. These measurements are made with an accuracy of better than 1% and a resolution of 0.7ram. It
only takes about 15 seconds per foot to acquire this data. The foot can be either in a "neutral", or partially or
fully loaded position. Since the scanner can also obtain foot surface data from models made from plaster
casts, this data can also be obtained on people who cannot come to the scanner location for the
measurements. By January 1991, a new model scanner, designed by Cyberware specifically to acquire foot
surface data, will be integrated into the system. The advantage of the new scanner is that it is more
convenient to use and is also easily portable.

CREATING A REALISTIC MODEL OF THE FOOT

Thinning data

The high density data is needed only in those areas where the foot surface changes rapidly and thus needs
to be represented in more detail, i.e. the heel and toes regions. In the other areas of the foot the changes in
the surface can be effectively represented by only a few data points. A thinning routine has been developed
which can relate the surface data density required to the rate of change of the surface. This routine is used to
reduce the size of the data set to a minimum consistent with an accurate representation of the foot. This
process minimizes the RAM storage requirements and speeds up the subsequent computations.

Foot mQdels

The foot surface data can be represented by any of three different models,, i.e. a "point"model, a "wire"
model, or a "tiled" or "shaded" model. The model selected to display the foot is a function of the process
using the model. The point model is the least detailed and is thus the least realistic representation of the foot.
It is used primarily for speed. When the foot is rotated from one view to another, the point model is used.
The shaded model is the most realistic representation of the foot, but is the most time consuming to display.
It is used when it is necessary to get a "feel" for the shape of the foot and the details of its surface. The wire
model is intermediate in realism and speed.

Rotation, color and lighting

To help provide the user with a realistic foot model, options are provided which allow shaded model
rotation, coloring, and illumination. There are two rotation options: continuous and interactive rotation. The
latter allows the model to be rotated among six standard views; i.e., front, back, right side, left side, top and
bottom. Continuous rotation can be used to set the foot spinning on a selected axis and at a selected rotation
speed. This option can be used to simulate turning a plaster foot model by hand. Color options are available
for both the shaded foot model (four colors) and the background (five colors). The illumination option allows
the shaded model to appear as if illuminated from any direction selected by the operator.

INTERACTIVELY DESIGNING THE SHOE LAST MODEL

Once the foot requiring a custom shoe has been scanned, and the digitized data transferred to the
computer, thinned, and presented to the operator as a foot model, the next step in the process is for the
operator to interactively modify the foot model to produce a shoe last model. The shoe last modeling
subsystem, called LASTMOD, provides a menu-driven user interface which allows the operator to perform
the needed functional and aesthetic modifications without extensive training or familiarity with computers 2.

The operator can select from six different operations to achieve the modification(s) desired. These operations
are "Add Volume', "Remove Volume", Woe BuildUp", "Extend Toe", "Region BuildUp", and "Region Move".
In addition to being able to view the modified model between operations, the operator can compare the
current modified model with the original foot model at any point in the process. The operator can also rotate
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the model and/or magnify selected areas of the model.

Add Volume/Remove Volume

These operations are used to add or subtract a slab of material along a previously defined cut plane, with
or without a reference plane. Material below the reference plane, usually the planar surface of the foot,
remains unaffected. The "Remove Volume" operation is used primarily to narrow the ankle part of the last.

Toe BuildUp/Extend Toes

These operations are used to either add material to the toe end of the last or to extend (stretch) the toe
region of the last. This provides a toe "box_ at the end of the shoe, allowing freedom of movement for the
toes.

Region BuildUp

This operation adds material to the last in areas where the patient has an ulcer, corn, bunion, or other
sensitive area that requires relief of pressure. Selectable variables include location of the entire edge of the
area, the maximum thickness of the buildup, and the location of the maximum. Marks made on the foot

before scanning show up on the screen in a different color and can be used as reference points.

Region Move

This operation moves a section of the last, usually a toe, away from the main body of the last. The space
between is then automatically filled.

Pa_ien¢ Data

To aid the operator in the interactive process, a patient database feature has been included in the

program. Called the "Patient Information Database _, it provides a mechanism for storing and accessing data
equivalent to that gathered by the practitioner (podiatrist or pedorthist) through interviews and examinations
of the patient. This data is primarily actual foot measurements, related biomechanical data, and the patient's
medical and orthopedic history. This database has been implemented using R:BASE for DOS (version 2.1)
and RIM 5 database management systems.

MACHINING THE LAST

Once the last model is complete, it is resampled with a user specified tolerance and then represented

using the minimum number of Coons (parametric bicubic interpolatory) patches 3 to maintain accuracy
requirements. The data set that represents the final model is then transferred to the Tool Path Generating
and Machining Subsystem (LASTCUT) to generate cutter location data. LASTCUT generates the tool path
data using one of two distinct methods: APTGESS 4 or SSURI _. The primary difference between these
methods is that the APT-based programs generate general cutter llne data which must in turn be converted by

a post-proce_or e (UPOST) into appropriate machine-specific data, while SSURF creates tool path data
directly from the shoe last model. Thus the APT-based method is slower and can have problems at interfaces
between sculptured surfaces (37 patches maximum), but because the post-processor is "universal" it is
applicable to any 3, 4, or 5 axis CNC milling machine tool. While SSURF is faster and can handle an almost
_ted number of Coons patches, it has no algorithms to check for tool gouging.

Before the shoe last is machined, NASCAD is used to view and, if necessary, plot the tool path. This is

done to check for errors in programming or data processing. The milling of the shoe last is currently being

performed on a 3-axis milling machine which has been modified by the addition of a rotary table.
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VERIFYING THE SHOE LAST

After a shoe last is machined, it is scanned and a computer model is generated. A verification subsystem
then compares the dimensions of the computer-generated last model with those of the machined last. This

subsystem checks for machining errors and.decides whether the machined shoe last is within acceptable
tolerances. The verification subsystem uses a simularity measure based on spine deviation, section size
variation, section elongation variation, and section orientation variation. The spine is a line which passes
through the centroids of a series of cross sections of the Lastmodel. The simularity measure is actually a
weighted root-sum-of-squares of the differences.

DESIGNING AND CUTTING SHOE UPPERS

A computer program which can be used to design and direct the cutting of shoe uppers is commercially
available from Microdynamics of Dallas, TX. We are currently trying to interface the output of LASTMOD
with this software. This capability will also allow the introduction of styling considerations into the final
product.

MACHINING THE MOLD AND CASTING THE INNERSOLE/SOLE

To produce a shoe sole with maximum fit and comfort, it was decided to cast an innersole/sole

combination in a mold which reflects the plantar or bottom surface of the foot. An output file generated by
LASTMOD is used to machine the mold from wood or plaster. The bottom surface of the mold is an exact

reproduction of the inverted plantar surface of the foot. The orientation of that surface is variable according
to the need for heel pitch (how much higher the heel will be than the toes), and the balance line (the angle
the leg deviates from the vertical). The mold can also be made deeper to accommodate a shorter leg by a
thicker sole. The sole mold is currently being machined on a 4-axis CNC milling machine.

There exists a wide range of materials from which the innersole/sole combination can be cast. Currently a
quick-set latex material is being used for demonstration purposes. It was selected primarily on the basis of
convenience, and thus other materials may be more applicable to shoe construction, wear, comfort, etc. Also
a liner may be needed to separate the foot from the sole and give more comfort and better wear
characteristics. The liner could easily be bonded to the inner surface of the sole during the shoe assembly
operation.

ASSEMBLING THE SHOE

The shoe assembly process still continues to be a manual process, but there is hope that it can be at least
partially automated. This effort was outside the scope of this program, but may be addressed in any
subsequent phase. At this point in the development effort conventional assembly is still being used.

STATUS/FUTURE PLANS

All work towards development of a prototype system will be complete by the end of calendar year 1990.
Currently a demonstration phase is underway. Two pairs of orthopedic shoes are being made using the above
process. The system software and hardware will soon be turned over to the Veterans Administration for

clinical testing. Once this testing is complete, a second development phase will begin which will optimize the
system and make it operational. This work will probably be supported solely by the VA.
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LIGHTWEIGHT, FIRE-RETARDANT, CRASHWORTHY
AIRCRAFT SEAT CUSHIONING

Leonard A. Haslim

Paul I'. McDonough

Civil Technology Office
NASA Ames Research Center

The primary goal of NASA Ames Research Center's Civil Technology Office (CTO) is to provide
American industry with hi-technology products. The research and development done at Ames is transferred

smoothly and expediently so as to keep America on the cutting edge in a competitive global marketplace.

The majority of the ideas and products developed by the CTO are aerospace-related, but often spin-offs

from the technology reached non-aerospace markets. One such technology is the light-weight, fire retardant,

erashworthy aircraft seat cushioning which promises to revolutionize the safety and comfort of both
aerospace and non-aerospace seating.

Presently, most aircraft, automobile, train, bus, hotel and hospital seating is composed of polyurethane

foam. Although it is inexpensive and comfortable, the foam is lethal when ignited. It burns quickly,

producing a dense white smoke and emits highly lethal hydrogen cyanide gas, if not immediately ventilated,
will cause death. In 1977 in the Canary Islands, two Boeing 747's collided on the ground. Most of the 583

passengers died from smoke inhalation and burns. In many crash investigations, it was found that the smoke,

not the fire, was the lethal factor. In the hopes of avoiding such catastrophe, the Civil Technology Office

began experimenting with new materials and seat designs which would alleviate the use of the urethane
foam.

The Safety Seat Cushioning (SSC) was designed for both safety and comfort. Composed of advanced

fabric reinforced composites, it is lightweight, fire-retardant and crashworthy. The seat design consists of

central elliptical tubular spring supports made of fire-resistant and fatigue-durable composites surrounded by

a fire-blocking sheath. The cushioning is made crashworthy by incorporating energy-absorbing, visco-elastic

layers between the nested, elliptical-hoop springs; a highly desirable feature for helicopters. The design is

intended to provide comfortable seating that meets aircraft-loading requirements without using the
conventional polyurethane materials.

Aside from its fire-resistant and energy-absorbing characteristics, the SSC is lightweight, economical,
simple to fabricate, structurally strong and easily maintained. Although its initial intent was for aircraft and

helicopter seating, the SSC has also become popular with automotive and furniture manufacturers.

Several key features of the SSC have attracted the automotive industry. For the same safety concerns as
with aircraft seats, automobile accidents would be much less hazardous without the combustible and toxic

urethane foam seating. Also, the durability and maintainability of the hoops will provide long-lasting comfort

to the occupants. Another interesting feature is that heating ducts can be inserted into the SSC tube

assembly. Because of its energy-absorbing characteristic, a replacement for a five mile an hour bumper has
also been proposed.

The SSC can be applied to most mass transit systems, particularly busses and trains. Train and bus

passengers will benefit from the SSC in both safety and comfort. In the 1989 Kentucky school bus tragedy,

three adults and 24 children were killed. All of the victims died of smoke inhalation, not from injuries

sustained in the crash. Once again, polyurethane foam's toxic and flammable properties inhibited escape
and rescue.

The Civil Technology Office has also been in contact with navy ship manufacturers who want to

incorporate the SSC into ship design. Not only for its fire-retardant properties, but its energy-absorbing
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characteristic will help reduce personal injury and damage to ship computer hardware caused by explosive
mines and near misses. In such a scenario, the ghip is rocked with a violent jolt which can cause spinal

injuries and destroy sensitive electronic s3_tems.

Other non-aerospace applications include home, hotel and ho6pital furniture and bedding. Furniture
manufacturers are also interested in the SSC's durability mui comfort aspects, as well as its fire-resistance.
The incidence of injury in high ri_ hotel fires would be greatly reduced if the polyurethane foam bedding
and furniture were eliminated. Eacapa, rescue_ _ m_nmli_hina would all be enhanced. Hospital
bedding could be made more comfortable for patientg with tim use of heating ducts applied in a therapeutic
manner.

The applications of the SSC are varied and numemui. The manufacture and cost of the seat spring
assembly is both simple and economical. Patented by NASA and easily accesra'ble to industry through the
Technology Utilization Office, the Civil Techaology Office's SSC is a fine example of NASA technology

developed with safety, comfort and well-being in mind.
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CIVIL AIR TRANSPORT: A FRESH LOOK AT POWER-BY-WIRE AND FLY-BY-UGHT

Gale R. Sundberg
National Aeronautics and Space Administration

Lewis Research Center
Cleveland, Ohio 44135

Abstra_

Power-by-wire (PBW) is a key element under subsonic transport flight systems technology with
potential savings of over 10 percent in operating empty weight and in fuel consumption compared to today's
transport aircraft. The PBW technology substitutes electrical actuation in place of centralized hydraulics,
uses Internal starter-motor/generators and eliminates the need for variable engine bleed air to supply cabin
comfort.

The application of advanced fiber optics to the electrical power system controls, to built-in-test (BIT)
equipment, and to fly-by-light (FBL) flight controls provides additional benefits In lightning and high energy
radio frequency (HERF) immunity over existing mechanical or even fly-by-wire controls. This paper will
review the program plan and give a snapshot of the key technologies and their benefits to all future air-
craft - civil and military.

Introduction

NASA in response to a directive from the U.S. Senate has developed a multlyear technology
development and validation plan that will help the United States retain its leadership in aeronautics research
and technology and compete in the International marketplace for future civil aircraft. One of the key
elements under subsonic transport flight systems technology Is power-bywire (PBW) with potential savings
of over 10 percent in operating empty weight and fuel consumption compared to today's aircraft (Ref. 1).
Ry-by-light (FBL), which Is the replacement of electronic data transmission, mechanical control linkages, and
electronic sensors with optical components and subsystems, is another key element.

In the NASA Lewis Research Center study reported in Ref. 1 the stated benefits are shown to be

possible through the integration of an advanced secondary electrical power system into a civil transport
aircraft using a Boeing 767 as a baseline. While the particular benefits may depend on aircraft size and type,
engines, and specific electrical and flight control systems, the range of Improvements is consistent with
available advanced technologies.

The primary weight reduction occurred inthe secondary power system when the baseline hydraulic,
pneumatic and electrical subsystems were replaced with a single, advanced high frequency, sinusoidal
power management and distribution (PMAD) system with controlled energy flow and load management. An
advanced fly-by-wire flight control system using electrical actuators and advanced low fixed bleed high
bypass ratio engines contribute the remaining major advantages according to the NASA Lewis study. The
single electrical power system provides higher component utilization with significant reductions in parts
count, weight, failure modes, and cost of ownership.

The PBW technology eliminates the need for hydraulic actuation and for engine bleed air to supply
cabin comfort and anti-icing. It enables Integral starter/generators for engine starting and power generation
to be used with advanced energy-efficient engines without gearboxes. These changes significantly improve
fuel efficiency and reduce aircraft weight. Improved safety and dispatch reliability combined with lower
maintenance and direct operating costs are additional tangible benefits.

According to the study, eliminating the engine bleed for powering the environmental control system
(ECS) and for anti-icing provided the largest single fuel savings of any proposed change. An electdc motor
driven ECS with electric Impulse driven de-icers are the proposed replacements.
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Subsequent to the NASA Lewis study, additional technologies have emerged. The application of
advanced fiber optics to the electrical power system controls, to built-in-test (BIT) equipment, and to
fly-by-light (FBL) flight controls provides additional benefits in lightning and high energy radio frequency
(HERF) Immunity over existing mechanical or even fly-by-wire controls.

This paper will review the program plan and take a fresh look at some of the key technologies and
their benefits to all future aircraft - civilian and military. Figure 1 shows the payoffs and the major tasks
planned for the PBW element. Figure 2 summarizes the primary elements of the FBL/PBW 5-yr program
plan under the NASA Subsonic Transport Initiative.

The Electrical PowerDlant

The heart of the electrical power system is a multiredundant, fault tolerant, microprocessor
controlled, power management and distribution (PMAD) system. It incorporates bidirectional invertersdriven
through a high frequency, resonant utility bus connected to Internal starter-motor/generators, thereby
eliminating gearboxes and the need for separate APU's and engine starters. The high frequency utility bus
permits all the advantages of ac for stability, fault clearing, differential monitoring and control, as well as
significant crew/technician safety because of its low energy par pulse nature and ease of ground fault
interruption. Figure 3 shows a typical utility bus architecture for an ac PMAD system using advanced
electronic switching for power conditioning, control, distribution, protection and a fault tolerant architecture
(Ref. 1).

The characteristics of the advanced PMAD system provide the conduit to the benefits for PBW in
civil transport and perhaps certain military aircraft. The resonant, high frequency
(> 10 kHz) link drive enables either multiphase low frequency ac sources or dc sources to operate at their
optimum voltage and frequency at the Input. Since the main inverters switch at the zero crossing of either
current or voPmge,they minimize power losses, component stress, EMI/EMC and the need for heavy, bulky
filters. The high frequency bidirectional conversion and synthesis significantly reduces the size and mass
of the electronics components, controls and systematics.

The key benefit, however, comes in the ability to drive all kinds of motors (including rugged
induction motors with high temperature capability) in either direction with independent control of torque,
speed and maximized, efficient operation over the entire speed range. In effect, all load control Including
variable speed motor drive is accomplished by sorting and steering the high frequency sinusoidal pulses to
the appropriate power switch, motor winding or energy storage element. Voltage regulation, power quality
and energy flow are determined and managed at all times and within specified limits. Multiple levels of
redundancy are easily accommodated In the system, providing fault containment, fault recovery, and
maximized end-to-end efficiency.

Electrical Actuation

Existing electrical actuation technology in the 5- to 50-hp range will be adapted to the flight control
and other actuation requirements on an aircraft. Prototype electrical actuators operating from the distributed
power bus will be built and demonstrated in a full avionics control environment.

The electric actuators would replace hydraulic actuators, servovalves, and mechanical control
linkages. An advanced electrical actuation system Includes electromechanical and/or electrohydraulic
actuators, load receivers, redundant digital data buses, and remote terminals. Electrical actuators perform
the same functions as hydraulicactuators with lower weight, higher efficiency and without sizing restrictions.
(Ref. 2)

The digital data bus and electro-optical sensors and controls promise to be a much lighter weight,
more reliable and EMI Immune approach than fly-by-wire or mechanical controls. Also, many functions
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previously done with hardware can now be done with software. This may include such functions as control
surface damping and trim.

_;tatus and Health

Microchip level BIT will be built into the hardware to provide a "fingerprint', which may include
component charactedstics, test information and validation parameters. Such smart BIT chips could provide
health serf-testingfor pre-flight checkout, for In-flight status and for maintenance assistance and records.

The keys to autonomous, growable power and control systems are simple, smart, replicative logic
structures. Pushing the Intelligence down to the power switch and circuit level enables easy verification,
validation, status, and maintainability. It provides step-by-step transitions from manual to autonomous
controls. Integrated health monitoring, Incipient fault prediction and a controlled evolution of power and
avionic systems are readily accommodated with each node communicating with other nodes via simple,
common words. This enables distributed Intelligence for fault containment, fault tolerance, and autonomous
control without massive software Investments.

_lectro-ootlcal Controls

The fly-by-light (FBL) controls are proposed as a replacement of electrical data transmission,
mechanical control linkages and electronic sensors with optical components and subsystems. They
circumvent electromagnetic Interference (EMI) concerns In applying digital controls by providing lifetime
Immunity to signal EMI without need for shielding. The FBL technology will demonstrate optical sensors and
Interfaces with improved lightning and HERF Immunity.

The FBL program will identify, develop, and evaluate an optical sensor suite. The sensors will be
Integrated into innovative electro-optical based fault-tolerant architectures using optical networks and
multiplexer/demultiplexer techniques. Performance and reliabilityassessments of the fault tolerant processor
and architectures will provide a basis for developing hardware and software for flight test and Inservice
evaluation.

Several ongoing activities will feed technology Into the FBL program: the fiber optical control
system integration (FOCSI) program, the optical propulsion management Interface system being designed
into the advanced transport operating system aircraft, and a fiber optical transmitter/receiver with a dc
4-GHz bandwidth. An extensive data base and expedmental Investigation of lightning effects on digital elec-
tronics will serve as a baseline for assessing FBL enhancements to the flight control system.

The goal of the FBL/PBW program is to accomplish credible flight tests and demonstration of full
authority, all digital FBL/PBW transport aircraft systems. Performance will be evaluated inthe stress of flight
environments. The program will use the NASA advanced transport operating system aircraft. Using parallel
operation of experimental equipment on the basic aircraft will maximize flight test safety.

The flight tests will be designed to verifyand evaluate the Integrated system. FAA participation and
coordination will be Integral to developing a prototype certification model.

R_ference
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SOLAR POWERED STIRLING CYCLE ELECTRICAL GENERATOR

Richard K. Shaltens

NASA Lewis Research Center

Cleveland, Ohio

ABSTRACT

Under NASA's Civil Space Technology Initiative (CSTI) the NASA Lewis Research Center is

developing the technology needed for free-piston Stirring engines as a candidate power source for space

systems in the late 1990's and Into the next century. Space power requirements Include high efficiency,

very long life, high reliability, and low vibration. Further, system weight and operating temperature are

Important. The free-piston Stifling engine has the potential for a highly reliable engine with long life

because it has only a few moving parts, non-contacting gas bearings, and can be hermetically sealed.

These attributes of the free-piston Stirring engine also make it a viable candidate for terrestrial

applications. In cooperation with the Department of Energy, system designs are currently being

completed that feature the free-piston Stiding engine for terrestrial applications. Industry teams have

been assembled and are currently completing designs for two Advanced Stifling Conversion Systems

utilizing technology being developed under the NASA CSTI Program. These systems, when coupled

with a parabolic mirror to collect the solar energy, are capable of producing about 25 kW of electdcity

to a utility grid. Industry has identified a niche market for dish Stirling systems for woddwide remote

power application. They believe that these niche markets may play a major role in the Introduction of

Stlrling products into the commercial market.

INTRODUCTION

The NASA Lewis Research Center, in cooperation with the Department of Energy (DOE), Solar

Thermal Technology Program, is currently working with contractor teams designing solar Stiding

systems which feature the free-piston Stlrling engine for terrestrial applications. Recent studies have
concluded that solar dish electric systems utilizing reflux receivers Integrated with Stiding engines are a

promising candidate as future power sources for remote power applications and ultimately for the

utility Industry. The free-piston Stirllng technology currently being developed by NASA for space

applications has the Potential to meet DOE's long term goals for performance and cost. (Ref 1)

The Stiding Technology Branch at the NASA Lewis Research Center is responsible for a vadety of

projects which feature the free-piston Stirling engine. Work is being performed to develop the

necessary technologies for free-piston Stlrling conversion systems under NASA's Civil Space

Technology Initiative (CSTI). Further discussion and description of the NASA CSTI program can be

found in reference 2. This paper will overview the NASA managed Advanced Stifling Conversion

System (ASCS) project which has the potential to meet DOE's performance and long term cost goals.

FREE-PISTON STIRLING ENGINE

The free-piston Stid|ng engine was Invented in 1962 by William Beale at Ohio University. Beale's

early work resulted In small-scale fractional-horsepower free-piston Stiding engines which demonstrated

the basic operating principles. The major advantage of the free-piston Stlrling engine over the

kinematic Stirling engine is that it has only a few moving parts (a displacer piston and power piston),
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can use noncontacting gas bearings and can be hermetically sealed, thereby Increasing the potential for

high reliability and very long life. Free-piston engines have no mechanical mechanism coupling the

reciprocating elements to each other, rather they are coupled through the forces exerted by the working

fluid. The engine will resonate at a frequency determined by the combined dynamics of the piston and

displacer. A simplified drawing of the free-piston Stirling engine Integrated with a linear alternator is
shown in figure 1.

ORIGINAL PAGE IS
OF POOR QUALITY

F I_rml_nl maO_l F R_ll_'10mlor

Piston t I- Linear allema¢or Ilator / F Dtsp_cer

gas t ,_ , ,

spring -_/_/_ f Piston _' / Ores spring

\ i J i ./I _,', _, !Wll
_J /" /: :i i

, I_,k,_,,,ro,,J /
Heater J L Displacer

FIGURE 1, - FPJ[E--PI$T0fl STIRLIN6 ENGINE WITH LINEAR ALTERNATOR.

¢_.1e-4444l

A detailed discussion of the free-piston Stlding engine is contained In reference 3. Only a few

orpnizatlons in the United States are currently developing free-piston Stlding technology. These

Include Sunpower Inc. of Athens, Ohio, Mechanical Technology, Inc. (MTI) of Latham, New York,

Stiding Technology Company (STC) of Richland, Washington, DOE Oak Ridge National Laboratory

and NASA Lewis. Free-piston Stiding engines have been designed and built in power levels ranging

from fractional kW up to 25 kW (33 hp). By 1982 a few free-piston engines had been built in the 3-

to 4-kW size range. The NASA space power demonstrator engine was designed and built In less than

18 months by MTI, and had delivered more than 22 kW of output power by 1986. Currently, power

output of the MTI design Is in good agreement with the original predictions at a temperature ratio of

2. Applications of free-piston Stlding systems range from a small impiantable heart pumps, to
generator sets, heat pumps and cryocoolers.

The major differences between the kinematic and free-piston Stiding engines for the solar application

are in the drive and gas systems. The mechanical drive system components (drive shaft, bearings, oll

pump, piston rings, crossheads and shaft seals, etc.) and the gas system (the power control system)

components (compressor, check valves, storage tank and power control valve, etc.) have wear potential

which would reduce engine life In the kinematic configuration. Design life of up to 20 000 hr may be

obtained for reciprocating engines such as the Idnematic Stirling when modified for a constant speed
and load. The free-piston Stiding engine, however has no significant side loads, which minheizse wear

mechanisms and allows for long life. The use of noncontacting gas beadngs dudng operation should

permit the free-piston conversion system to exceed the 60 000 hr life requirement for the solar

application without difficulty. In addition, the free-piston conversion system can be hermetically sealed
therefore eliminating the need for a gas makeup system. Further, the free-piston Stlding Is oil free,

eliminating the problem of the dynamic seals life and concern of regenerator contamination. Analysis

has shown the same high brake efficiency as a percentage of Carnot efficiency is expected from either

the free-piston or kinematic Stlding configurations. The expected high efficiency, along with the

Inherently simpler design, make the free-piston Stiding the engine of choice for the long term solar
application. These attributes of the free-piston Stirling engine also make it a viable candidate for

several terrestrial applications.

Recently Cummins Power Generation (a subekllary of Cummins Engine Company), of Columbus,
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Indiana has teamed with Sunpower and Westinghouse Electric Corporation, Pittsburgh, Pennsylvania,

has teamed with STC in efforts to commercialize the free-piston Stiding conversion systems. Free-

piston Stlrling engines are currently under development for the solar terrestrial power application. Both

Cummins and Westinghouse have Identified a niche market for dish Stiding systems for the worldwide

remote electric power applications (Refs. 4 and 5). Power levels required range from 5- to 25- kW.

Both organizations believe that successful operation in these niche markets may play a major role In

the Introduction of Sterling products into the commercial marketplace.

ADVANCED STIRLING CONVERSION SYSTEMS

NASA Lewis is providing management of the ASCS project through a cooperative interagency

agreement with the Department of Energy. Cost shared contracts are in place with contractor teams
which Include manufactures to enhance the free-piston Stlding technology and subsequent

commercialization of the ASCS. Contractor teams headed by the Cummins Engine Company and the

Stirling Technology Company/Westinghouse completed the preliminary design of each ASCS in late

1989. {Ref. 6)

Each "system" consists of a solar energy receiver, a liquid metal heat transport system, a free-piston

Stirling engine, the engine heat rejectiou system, an altamator or generator either directly or indirectly

coupled to the utility grid, and the appropriate controls and power conditioning. The preliminary

design completed by the Cummins Team features a heat pipe receiver Integrated with a free-piston

Stirring engine/linear alternator couverslon system (Ref. 7). The STC preliminary design features a
reflux boiler receiver Integrated with a Stlrling engine/hydraulic conversion system (Ref. 8). Each

ASCS is designed to mount on, and to receive concentrated solar energy from an 11 m test bed

concentrator (TBC) located at the Sandla Test Facility In Albuquerque, New Mexico. The ASCS

Project design requirements and the Sandla TBC charactadstlcs are given in reference 9.

DOE's requirements for high efficiency along with long life and high reliability makes the free-piston

Stirling engine an Ideal candidate for the terrestrial application (Ref. 1). Although the duty cycles for

the space and terrestrial applications are quite different, the key technologies are similar. Work Is

ongoing for the demanding materials requirements which Include materials characterization along with

and life and reliability predictions for the liquid metal heat transport system and Stiding heater head.

Use of noncontacting gas bearings during operation should permit the free-piston Stirling engine to
meet or exceed the 60 000 hr life requirement for the solar application. In addltioo, the couversion

system can be hermetically sealed therefore eliminating the need for working gas makeup system

typical of kinematic engine systems.

The DOE cost goals are shown in Table I. The receiver and converslou system costs have been

combined to provide a total system cost for the ASCS, exclodlng the concentrator. The ASCS total

cost is based on collecting concentrated solar energy into a receiver from an 11 m parabolic dish while

providing 25 kW or more electrical power to a utility grid. Based on an Independent assessment, both

ASCS concepts, have the potential to meet the DOE long term cost goal of $452/kW, (Ref. 10). A

comparison of the Cummins and STC preliminary design is provided in Table II. The expected high

efficiency, along with Inherently simple design, and potential for lower cost, make the free-piston

Stlrling the engine of choice for the long term solar application.

CUMMINS ASCS PRELIMINARY DESIGN

Cummins Preliminary Design Team
Cummins Power Generation (CPG), a subsidiary of Cummins Engine Company (CEC), Columbus, IN
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was responsible for project management and system integration of the free-piston linear alternator

concept Into the ASCS preliminary design. The Cummins ASCS Is shown in Fig. 2. CPG teemed with

Thermacore Inc., Lancaster, PA for the heat transport system, and Sanders Associates, Nashua, NH,

for the solar receiver. Further, Sunpower Inc., Athens, OH provided the analytical and design

experience for the free-piston Stirling conversion system. Cummins Electronic Company, Columbus, IN

was responsible for the system controls and power conditioning, while McCord Heat Transfer Corp.,

Wall Lake, MI, for the external cooling system. Cummins R&D Engineering, Columbus, IN provided

expertise for the FMEA, materials and manufacturing technology. Consultants used during the

preliminary design process included: Onan Corporation, Minneapolis, MN, (a subsidiary of Cummins)

for alternator manufacturing Issues and Dr. F. Demofte (University of New Mexico) for gas hearing
analysis.

Receiver/Heat Transport System (HTS)

During the conceptual design phase of the ASCS Project, a heat pipe concept was selected to be

Integrated with the Stirling conversion system. Advantages cited for use of the heat pipe Included a
small liquid metal Inventory along with demonstrated design theory. Concerns ideotifled for the heat

pipe technology are high construction cost and the vulnerability of the wlcking system to dryout (a
single point failure) and subsequent burnout of the receiver.

The receiver/HTS Is a single heat pipe on a hemispherical shell as shown In Fig. 3. The heat pipe

evaporator is designed to operate continuously, providing heat to the Stlrllng engine at 700 OC. A

nominal insolation of 950 W/m 2 provides about 75 kW of thermal energy while a maximum peak
insolation of 1100 W/m 2 provides about 87 kW of thermal energy to the absorber surface. The

absorber is a full 180 degree hemisphere with a sintered powder metal wick on the evaporator surface.

Inconel 625 was selected as the base material for the absorber and the body of the HTS. The working
fluid is high purity sodium. The surface of the evaporator is covered with both a circumferential and a

radial artery system. The manufacturing cost at a rate of 10 000 units per year is estimated at $844 in
1984 dollars.

Engine/Linear Alternator System

The Stidlng conversion system is a single cylinder free-piston Stirling engine Integrated with a linear

alternator to directly convert the power generated to electrical energy for the grid. Figure 4 shows a

cross section of the engine/linear alternator conversion system. The heater head is designed at

operation at 700 °C with an engine operating frequency of 60 Hz. The working fluid is Helium at a

mean pressure of 10.5 MPa and the regenerator and cooler have an annular configuration. A single

magnet configuration is used for the linear alternator along with internal magnetic springs for centering

of the piston. Hydrodynamic gas bearings were designed to allow the use of non-contacting seals

which eliminate wear mechanisms during operation. Rotation of the power piston Is provided by a

induction spin motor at a rotational speed of 30 Hz. A viscous coupling between the power piston and
the displacer causes rotation of the displacer. The engine and the linear alternator are contained in a

common pressure vessel to allow the conversion system to be hermetically sealed. Neodymium-Iron

(28 megagauss) was selected as the permanent magnet material along with oriented silicon steel (M4)
for the inner and outer laminations. An active cooling system is Incorporated around the stator to

assure the proper alternator temperature. A passive cooling system (fluid diodes) has been added to

circulate the working gas (helium) around the alternator to Insure cooling for the magnets and maintain

the cold end of the engine below 80 °C. The linear alternator is connected to a series tuning capacitor

and to the grid through an autotransformer. The single phase linear alternator has been designed to

provide 26.2 kWe (nominal) and 31.5 kWe (peak) to the utility grid. A detailed manufacturing and

costing analysis was completed, showing the free-piston Stlding conversion system could be

manufactured using existing technology and meeting DOE's current cost goals.
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Vibration Absorber

A passive (with no active feedback) vibration absorber was designed for the single piston free-piston

StirUng conversion system. The balancer is a spring/mass system with the resonant frequency tuned

to the 60 Hz engine operating frequency. The annular mass is coupled to the engine housing with

multiple springs.

Cooling System
The heat rejection system is a closed loop system which include a radiator(s), a blower fan(s) and a

coolant pump. The circuit is divided into two parallel loops: (1) for the engine cooler and (2) for the

alternator stator and uses a single water pump. Based on the ASCS requirements and a trade study

by McCord, a cooling system was designed utUizing Industrial components which will maximize life and
minimize maintenance requirements. The cooling system is dish mounted. A detailed evaluation of the

cooling system resulted In a manufacturing cost of $940 per unit In 1984 dollars.

Power Conditioninl[ and Control System
The linear alternator is connected to the utility grid through an autotransformer and a series tuning

capacitor. The frequency and autotransformer output voltage are essentially constant and established

by the grid. The voltage at the alternator terminals is adjusted to match the changes In power while

keeping the heater head temperature (700 °C) at its design point. The series tuning capacitors used to

compensate for the Internal Inductance of the linear alternator assure stable operation of the Stidlng

conversion system. The controls are designed for fully automatic, unattended operation of the ASCS.
STC ASCS PRELIMINARY DESIGN

STC Preliminary Design Team
STC was responsible for project management, completing the preliminary design of the free-piston

Stlding hydraulic concept and system Integration. Westinghouse Electric Corporation, Pittsburgh,

PA. is the manufacturing partner for STC.

The STC ASCS Is shown in Fig. 5. STC teamed with Sanders Associates, Nashua, NH for the solar

receiver and Thermacore, Inc., Lancaster, PA for the heat transport system. Westinghouse Electric

Corp., Hazard Management Group, Pittsburgh, PA was responsible for an Independent FMECA and
FTA of the STC ASCS. Consultants used during the preliminary design process were: Saaski

Technologies, Inc., Seattle, WA, as a heat transport consultant, Westinghouse Hanford Co, Hanford,

WA for the high temperature materials expertise, Gedeon Associates, Athens, OH, for the

thermodynamic simulation and General Engineering, Center Line, MI provided an update on the

manufacturing and cost analysis for the STC design changes.

Receiver/Heat Transport System (HTS)

During the conceptual design phase of the ASCS Project, STC conducted an extensive trade study for

the receiver/heat transport system and selected a reflux boiler. The reflux boiler appears to provide a

simple and uniform method for transferring the heat to the Stirling engine (Ref. 11). Disadvantages

cited for the pool boiler were the large liquid metal Inventory along with the lack of demonstrated

design theory. The major technical concern was the inability to predict stable boiling under all

operational conditions for this unusual configuration. Subsequent subscale testing by Sandla showed
that an enhanced surface could provide nucleation sites resulting in stable boiling (Ref. 12). Recent

testing of a full scale boiler by Sandla has shown that stable boiling is achievable (Ref. 12).

The recelver/HTS Is a pool boiler as shown in Fig. 6. The reflux boiler evaporator Is designed to

operate continuously and provides heat to the Stldlng engine at 704 °C. A nominal Insolation of 950
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W/m 2 provides about 75 kW of thermal energy while a maximum peak insolation of 1100 W/m 2

provides about 87 kW of thermal energy to the absorber surface. The working fluid is a eutectic NaK
alloy. Inconel 625 has been selected for the absorber and the body of the HTS, Nucleation sites are

provided to the evaporator surface by adding a sintered metal wick. Thermacore results are discussed

in detail in reference 13. At a production rate of 10 000 units per year the current pool boiler design
has the potential to be produced at $459 per unit in 1984 dollars,

Engine/Hydraulic System

The free-piston Stirling hydraulic engine (STIRLIC TM) converts heat delivered to the engine Into high

pressure hydraulic fluid. A cross section of the STIRLIC TM engine is shown in Fig. i'. The Stirling

engine delivers high pressure hydraulic fluid to a commercial pump/motor which is coupled to a

commercial induction generator to provide electrical energy to the utility grid. The heater head is

designed to operate at 704 °C with an engine operating frequency at 50 Hz. The working fluid is

Helium at a mean pressure of 18.3 MPa (2690 psi) which is hermetically sealed through the use of

metal bellows seals used in the engine. The metal bellows seals are pressure balanced to ensure long

life. The power pistons, the displacer rod and the stabilizer/controller are fully immersed in hydraulic
fluid which provides full film lubrication of all sliding parts.

STC and their consultants conducted an extensive materials evaluation and trade study for the heater

head assembly. Waspaloy was selected as the heater tube material and Inconel 713LC was selected as

the heater head material (Ref. 141 for the prototype engine. Udimet i'20 is an alternative material

being considered for the heater head. Further, the STIRLIC TM engine conversion system underwent

several value engineering improvements to enhance the manufacturability, simplify the design and
reduce cost. The Stirling conversion system cost is estimated at $2378 in 1984 dollars.

Hydraulic Pump/Induction Motor

Evaluation of two commercial variable displacement motors resulted in the selection of a high efficiency

(93.1 percent) Volvo unit coupled to a commercial rotary induction generator. The three phase

induction generator has been sized to provide up to 30.0 kWe (peak) to the utility grid.

Cooling System

Evaluation of the industrial components required for the cooling system resulted in the selection of a

longer life and lower cost heat exchanger (radiator). The conventional (braze joints) radiator which is

subject to corrosion from the glycol/water solution is replaced with a commercial radiator (all welded)
from Modine Manufacturing Company.

Power Control System and Controls

Automatic regulation of the engine Is accomplished via a integral control valve for the hydraulic pump

which controls engine speed and balances the heat absorbed from the reflux boiler by the engine.

Frequency and voltage are maintained by the utility grid. Power factor (PF) correction has been added
to maximize power production at low power levels. Analysis has shown that the addition of 5 KVAR

of capacitance to the power conditioning is cost effective for the ASCS and will maintain the PF above

0.85 during all regimes of operation. The ASCS control system will be designed to be fully automatic
for unattended operation.

CONCLUDING REMARKS

Both the Cummins and STC Preliminary Designs have met the ASCS Project design requirements.

The Cummins ASCS features a heat pipe receiver integrated with a free-piston Stirling engine/linear

alternator conversion system. The STC ASCS features a reflux boiler receiver integrated with a free-
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piston Stirling/hydraulic conversion system. Cummins and Westinghouse have identified a niche

market for dish Stirling systems for the worldwide remote electric power applications. Both

organizations believe that successful operation in these niche markets may play a major role in the

introduction of Stirling products into the commercial marketplace.
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TABLE 1 - DOE COST a GOALS

Receiver, dollars/m 2

Conversion, dollars/kWe
ASCS total, b dollars/kWe

Energy cost, dollars/kWe

Current Technology

70

380

646

0.13

Long-term Goals

40

3OO

452

0.05

a 1984 Dollars.

b Receiver (11-m concentrator) and conversion (nominal 25 kWe) combined.

TABLE II - COMPARISON OF ASCS PRELIMINARY DESIGNS

CEC STC

Heat Supplied (peak), kWt

Electrical power (peak), kWe

Annual Energy, kWh

Annual Efficiency, percent

86.8

31.5

65 953

31.8

86.8

25.9

57 100

27.6

Receiver

Receiver efficiency, percent

Lkluld metal

Heater head temperature, °C (K)

Cooler temperature, °C (K)

Temperature ratio, Th/Tc

Efficiency (solar to electric), percent

Heat Pipe
92.0

Sodium (Na)

700 (973)

60 (333)
2.92

34.9

Reflux Boiler

89.6

NaK

704(977)
54(327)

2.99

29.8

Engine frequency, Hz

Pressure, MPa (psi)

Working fluid
Power conversion

60

10.5 (1540)
Helium

Linear Alternator

50

18.3 (2690)
Helium

Hydraulic pump

w/induction Gen.

Electrical efficiency, percent

Electrical output

94.0

240 V,1

95.0

240 V,3

Power conditioning Autotransformer 5 KVAR

Capacitance

Controls Automatic Automatic

Weight on TBC, ki (Ib)
ASCS total cost, 1984 dollars

1791 (1740)
Under review

864 (1900)
6931
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FOUR QUADRANT CONTROL OF INDUCTION MOTORS

Irving G. Hansen

National Aeronautics and Space Administration
Lewis Research Center

Cleveland, Ohio 44155

ABSTRACT

Induction motors are our nation's workhorse, being the motor of choice in most applications

dee to their simple rugged construction. It has been estimated that 14 to 27 percent of the

country's total electricity use could be saved with adjustable speed drives. Until now though,

induction motors have not been well suited for variable speed or servo drives, due to the inherent

complexity, sise and inefficiency of their variable speed controL. Work at NASA Lewis Research

Center on field oriented control of induction motors using a pule population modulation method

holds the promise for the desired drive electronics. The system allows for a variable voltage to

frequency ratio which enables the user to operate the motor at maximum efficiency, while having

independent control of both the speed and torque of an induction motor in all four quadrants of

the speed torque map. Multiple horsepower machine drives have been demonstrated, and work is

on-going to develop a 20 hp average, 40 hp peak class of machine. This paper discusses the puke

population technique, results to date, and projections for implementation of this exciting new

motor control technology.

BACKGROUND

For aerospace and launch vehicles, electric actuators have fundamental advantages over the

more conventional hydraulic actuators. Basically they are more efficient, and require less mainte-

nance. Until recently technical limitations have denied their aerospace application at the required

high power leveL. Now, however, new technology is available which allows 50 kW class electric

powered flight actuators to be built today. At NASA Lewis Research Center electric actuator

work for aerospace applications has concentrated on induction motors and associated high fre-

quency link drives, which should have dramatic payoffs in any mechanical process requiring vari-

able operating points.

WHY INDUCTION MOTORS?

The induction motor is, by a wide margin, the most commonly applied motor. It is a

mechanically simple, rugged machine capable of providing rapid response and high peak torques.

In its simplest conceptual form it is essentially a multiphase transformer with its secondary

{rotor) shorted and free to move axially with the rotating magnetic field (stator flux) figure 1.

In such a motor the magnetic flux of the stator varies directly with the source voltage and

inversely with the source frequency. The current in the rotor results from the voltage induced by
the stator flux and the rotational speed difference between the stator flux field and the rotor (slip

frequency). As usually encountered the motor is operated from a f'Lxed voltage, fixed frequency

source (e.g., 120/208 V and 60 Ha). When operated under these conditions, a typical induction

motor displays the characteristics shown in figure 2. Of particular importance is that under these

operating conditions, high torque, efficiency, and power factor are realisable over only a rather

limited range of speed.

Of interest also is that these characteristics are symmetrical about the stator (synchronous)

speed, ud that, for example, if the rotor is driven above synchronous speed (fig. $) generator
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action results. The optimum operating region discussed earlier is expanded in figure 4 with some

of the data replotted. The ratio of torque to current is a very interesting parameter. An actuator

motor is a current to torque transducer being driven by power electronics with sharply def'med
current limits. Therefore, in order to fully utilize the electronics capabilities achieving the maxi-

mum torque/amp is crucial. Also important in aerospace applications is the minimization of

losses to enhance thermal control. To better illustrate this point under constant voltage and fire-
quency operation refer to figure 2. Full rated torque occurs at about 0.75 power factor and an

efficiency of about 0.5. However, maximum torque/amp occurs at about 0.8 power factor and an
efficiency of about 0.75. It is to be noted that for this set of data minimum loss is different than

maximum efficiency, which is meaningless at stall (blocked rotor) speed.

WHAT TO DO ABOUT IT?

There are several ways to relocate the optimum operating point of an induction motor. If

the frequency is held constant and the voltage varied, the characteristics of figure 5 are obtained.

This is the approach taken by Frank Nola (ref. I) to improve the power factor and efficiency of
lightly loaded motors. This provides essentially variable torque, constant speed operation. If

both the voltage and the frequency are varied with their ratio held constant v/f -- c (constant

stator flux), the characteristics of figure 6 are obtained. This represents variable speed operation
with constant peak torque.

Combining both strategies provides the capability of optimizing the motor characteristics at

any speed and load including blocked rotor operation in an actuator. The capability of opti-

mising operation at full torque and low speed is a very important advantage. Since v/f control
allows full torque at zero shaft speed, the rotor resistance and its associated loss may be reduced.

Figure 7 shows how high rotor resistance usually required for high starting torque may be greatly

reduced. If v/f control is implemented, the motor peak torque may be obtained at zero speed and
rated current. This typically reduces starting currents by a factor of six.

WHAT'S THE PROBLEM?

The approach generally taken to provide a variable frequency source is to create time phased

square wave voltages, which when applied line to line form a quasi-sine wave (six-step) (fig. g).
Such an approach, however, has serious limitations. The voltage is not sinusoidal and its hat'-

monic distortion causes additional losses in the motor. Also, the semiconductor switches must

turn off the motor current and operate under high stress. Then, to achieve voltage control the

voltage steps are puke width modulated (PWM), which increases both the stress ud loss (fig. 9).

Aeroepace actuators now in service generally use permanent magnet (PM) motors (brush-

less dc). No capability exists to optimize either efficiency or power factor. In these motors the

resulting high currents, which produce loss but no output, even further stress the switching ele-

ments. One approach to these problems requires energy controlling snubbers across the switches.

If this snubber energy is recovered, high current spikes are created that add to the already severe
electr/cal noise problem.

Since these problems, in general, involve inductive energy, which varies with the square of

the current, they rapidly worsen with increasing power levels. As a result, today's conventional

PWM-PM motor technology scales poorly; and, actuators have been limited to relatively low

power applications. An attempt to increase power level results in electronic packages many times
larger than the associated motor.
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WHAT'S NEW7

NASA Lewb, together with its contractors, has developed high power high frequency power
distribution systems ud components (rds. 2 ud $). Conceptually, such a system delivers energy
tailored to the user's actual requirements with the least number of conversions poesible (fig. 10).
Of particulu importance is the fact that in a typical 20 kHs system energy flow is controlled and
quantised into 2S #s half sine pubes. In a 10 kW controller each half sine pulse represents only
1 J of energy. Using s high frequency sinnsoidal power source, lower frequencies (including dc)
may be synthesised. All switching functions are performed "atzero voltage, which greatly reduces
the circuitry and the electrical Ices (f'q. 11). The synthesis scheme shown is referred to as pulse
population modulation. In this scheme the voltage is controlled by the density of the pulse popu-
lation and the frequency is controlled by the pulse pattern.

With this modulation scheme voltage and frequency may be independently versed, which in
turn allows independent control of the rotor current and the stator current (refs. 5 ud 6). Actual
bidirectional, four quedrant operation of a 20 hp induction motor is shown (fig- 12). This partic-
ular motor controller combination is presently under teat at General Dynamic Space Systems as

pert of the Advanced Launch Development Program (ALDP). This photograph was taken while
a lerge inertia lo4Ldwas being driven bidirectionally under constant torque. The step is the torque
command and the ramp is the resulting shaft speed. Of perticular note is the instantaneous
torque response and the torque control at sero speed. Work has stert_! on a 40 hp electrical
actuator using this technology. An advanced induction motor is presently being designed for the
actuation system.

WHO CAN USE IT?

The combined benefits of low loss, rapid response, and high power factor, together with elec-

tronic switch protection, makes this technology a candidate for many motor driven processes.
Immediate applications identified are for thrust vector control on the ALS and other missile

systems.

Efforts are now under way at Douglas Aircraft to evaluate the impact of this technology, not
only to flight actuators, but also to many other aircre/t loads, such as nose wheel steering, brak-

ing, and environmental control. This is a renewal of an all electric eL-plane effort begun at NASA
Lewis in the mid-1980's (ref. 7).

CONCLUSIONS

This technology is rapidly approaching full maturity. It has a sound ualytical base, is sup-
ported by component developments, and is being verified by full scale demonstrations.

.

.
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INTRODUCTION

The Jet Propulsion Laboratory (JPL), with interest in advanced energy storage systems, has been
involved with the development of a unique lead acid battery design. This battery utilizes the same
combination of lead and lead dioxide active materials present in the automobile starting battery. However, it

can provide 2-10 times the power while mlnlmiTing volume and weight. The typical starting battery is
described as a monopolar type using one current collector for each plate. The bipolar battery uses a single
current collector for both the positive and negative plate of adjacent cells. Specific power as high as 2.5

kW/kg has been projected for 30 second periods with as many as 2000 recharge cycles.

BACKGROUND

In a 1985 study prepared for the Department of Energy (1), 34 alternative five-passenger advanced
vehicles were ranked using multi-attribute decision analysis. The ranking, designed to ascertain the most

promising battery EV technology/range combinations, indicated that the bipolar lead-acid 100-mile-basis of
the ranking was the exceptionally high power capability, excellent thermal characteristics,well known
chemistry, low cost, large industrial base and potential to develop the technology. A number of patents have
been issued on various aspects of the cell and battery technology.

In July of 1986, a program was initiated at JPL under the sponsorship of the Air Force Wright
Aeronautical Laboratories for the development of a high specific power, 50-kW, sealed bipolar lead-acid
batter. This four-year program was the result of the A.F. interest in the JPL bipolar lead-acid technology
developed during the mid 1980s. In the fall of 1990, three 50 kW modules of a quasi-bipolar design (a
modification of the true bipolar battery), based on the JPL technology, were assembled under a subcontract
to Johnson Controls Incorporated. At this writing, one was delivered to the A.F. for testing.

DESCRIPTION OF SYSTEM

The unique aspects of this technology are the sealed bipolar construction and the light weight composite
biplates utilizing electrically conductive tin dioxide coated glass fibers.

The basic building block (Figure 1) of the bipolar design is a light-weight composite bipolar plate

(biplate) consisting of two layers (substrates). One layer is composed of conductive tin oxide-coated glass
fibers and the other of carbon fibers, each embedded in its own polymeric matrix. The negative substrate
consists of a conductive carbon fiber or powder fdled impervious thermoplastic composite. It serves as the
current collector (substrate) for the negative plate (Pb). The carbon-based materials are commercially
available. The unique positive substrate serving as the current collector for the positive electrode (PbOz)
consists of tin dioxide coated glass fibers (Figure 2) or powders imbedded in a non-porons thermoplastic
and molded into a composite to provide the necessary conductivity. At the present time, commercial
sources of tin dioxide coated fibers are not available. The substrates must be capable of allowing electrons

resulting from the discharge reactions to transfer from the negative active materials of one cen to the
positive active materials in the adjacent cell (and in reverse during charge).

A cell (Figure 3) consists of the positive side of one biplate facing the negative side of the adjacent
biplate. Between the active materials in each cell is a porous glass mat separator which serves as a reservoir
for the electrolyte and to physically separate the positive and negative active materials. The biplates
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assembled in series are sealed at their periphery and together with the current collector endplates produce
the sealed battery. The design is such that the current travels from one end of the battery directly through
the biplates to the negative end. There are no tabs or cell terminals which minimizes the resistance to
current flow.

DESIGN CONSIDERATIONS

The requirement of maximum specific power dictates a bipolar construction in order to eliminate

resistance through the lead grid of conventional lead-acid batteries. For any application, either terrestrial or
space, such a battery also needs to be sealed, as watering would be impractical because of the large number
of very thin cells required for a multi-kW battery. Lead has been the commonly used substrate for

preparation of the bipolar plates in previous lead-acid batteries, but the weight of lead is unacceptable in
minimum practical thicknesses.

Currently,theconductiveglassfibersareproducedby sprayinga solutionoftintetrachlorideinthe

presenceofairon a heatedglassfibermat (500°C).Thisprocess,known asspraypyrolysis,haslongbeen a

productionmethod forapplyingtransparenttindioxide(SnOz)conductivethinfilmstoglass.In this
instance,glassfibersof 10microndiameterarecoatedwith0.5to1 micronofconductivetinoxide.The

materialhas been shown tobe thermodynamicallystablewithrespecttooxidationor reductionatthe

positiveelectrodeinnormaloperation.The materialwillneverbe life-limitingwhen usedinthepositive

plateenvironmentifcareistakentopreventreversalofthepositiveplates.The new light-weightplastic

compositesdevelopedby JPL havean overallthicknessof0.06cm. The goalsofthevolumeresistivityof1
to2 ohm-canand an areadensityof0.15g/cm2havebeen achieved.

The capabilityfor sealingisprovidedbythegasrecombinationmechanism associatedwiththe"starved"

celldesign.Thatis,unlikethetypicalautomotivestartingbattery,thereisno freeflowingelectrolyte.Allof

the sulfuric acid electrolyte is contained in the pores of the active materials and separator allowing for gas to
freely circulate in each ceil. The sealing can be accomplished because the oxygen gas generated on over
charge at the positive electrode is recombined at the negative electrode in the same cell, thus, minimizing

gas pressure. The design requires the appropriate balance between the capacities of the positive and
negative plate in each cell.

ADVANTAGES

The fundamental advantage of the bipolar lead-acid couple for high power applications is due to four
characteristic: high open circuit voltage, low electrolyte resistivity, very low cell-to-cell resistance, and
discharge with an increase in entropy. Very few couples can match the power capability of the lead-acid
system (given by the ratio of the square of the open circuit voltage to the electrolyte resistivity) and most
couples discharge exothermically. Because of the increase in the entropy of the system during discharge, the
lead-add battery will absorb heat during discharge. Furthermore, the sealed bipolar lead-add battery
described above has the advantages of very light weight construction, a thermodynamically stable conductor
in the bipoLar plate, and the absence of auxiliary equipment such as pumps, cooling loops, and heavy storage
containers required by several other battery systems.

FUNDAMENTAL CONCEPTS

The important value of specific power (kW/kg) of a high power battery can be factored into two parts:
the surface power density (W/era 2) and the specific area (cm2/kg). Batteries very often perform well in one

factor but generally do not fare well in both characteristics. For comparison purposed, the maximum surface
power density foran electrochemical cell can be expressed as a figure ofmerit, M, asgiven by:.

(B'oc) z
M = (i)

P
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where E'oc is the battery voltage extrapolated to zero current from the polarization curve, and/3 is the

electrolyte resistivity. For comparison, M is calculated for nine different couples and shown in Table 1.
Based on intrinsic properties of the couple alone the lead-acid system has three times the surface power
density of the Ag-Zn and four time the Ni-H 2 and Ni-Cd system.

For maximum specific power the area factor must be a maximum. This can only be accomplished by
mlnlmiTin_ the thickness and weight of the components. This is done by use of a light weight bipolar plate

and the use of thin layers of active material for the electrodes.

Table 1 also shows the calculated value for the quantity Q/E which is the ratio of thermal (Q) to
electrical (E) energy when discharging at 2/3 E'oc. The values for Q/E ratio are consistent with those

projected from thermodynamic considerations and show a clear superiority of the lead-acid system, i.e., there
is a lower heat generation for the electrical energy generated.

PERFORMANCE PROJECTIONS

The mean specific power (MSP) of the battery can be represented by:

E d i
MSP = (2)

M

where Ed is the discharge voltage, i is the current density and M is the total battery mass per unit of plate
area. The current density is related to the discharge time (td) by:

0.2243. m÷ U÷

i ffi (3)

td

The factor 0.2241 is the Ah/g of positive active material 0imiting electrode), and m + and u + are the

mass/area (g/era2) and utilization efficiency of the positive active material (PAM) respectively.

Computer generated plots of the relationship between MSP and positive plate thickness are given in
Figure 4 for various pulse lengths. The projections also include the effect varying the mass/area and
resistance of the positive active material. These curves show that the required pulse length will dictate the
thickness of the positive active material and that the mass reduction has a greater effect than the resistance.

STATUS OF HARDWARE DEVELOPMENT EFFORT

The designs for the bipolar plate and the battery were under development at JPL from 1986 to 1988,
culminating with the construction of a small 6-cell bipolar battery and the fabrication of several versions of a
light-weight composite bipolar substrate. In August, 1988, the responsibility for the A.F. effort of sealing up
the design of the battery was assigned to Johnson Controls, Inc. (JCI), in Milwaukee. Under JPL's
management, all critical areas in the development of the battery were addressed by JCI in three parallel
tasks.

At the component level, the key critical area of development of a light weight bipolar substrate and
frame stable in the environment of the lead-acid battery received the most emphasis. JCI developed a 2-

layer substrate consisting of a thin carbon filled polyethylene layer for the negative side, bonded to a thin
conductive tin oxide coated glass fibers filled plastic layer for the positive side. The use of thin coatings of
lead to enhance the adhesion of the active materials to the conductive plastics was also investigated.

At the cell level, several critical aspects such as active materials formulation, separator selection, thin
electrodes pasting and formation, sealed construction and gas recombination, were tested for refinements
and improvements. At the battery level, critical factors such as module sizing and voltage, thermal

management, battery configuration, termination, current collection and light weight end block support, were
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investigated experimentally and were also explored using JCI's comprehensive computer model for the lead-

acid battery. The battery design specifications are given in Table 2. The drawings and a photograph are
given in Figures 5 and 6.

A modified 50-kW bipolar battery was delivered to the Air Force in September 1990 and is currently
under test. Some compromises were made to meet the delivery schedule. The delivered design was a

package containing 4-20 cell batteries in series. One major deficiency was in the biplate design, i.e., the

biplate was a quasi-bipolar (folded screen) design and contained no stannic oxide fibers. Also, the plate

area was reduced by half and the thickness of the active material increased for simplified assembly. This
provided the required capacity but reduced the power capability.

Despite these significant deficiencies, the initial results showed considerable promise: the battery

demonstrated a specific power in excess of 1 kW/kg for short discharges on the order of a few seconds, or

more than twice the specific power achieved to date with conventional high power lead-acid batteries.

ELECTRIC VEHICLE CONSIDERATIONS

The electric vehicle battery must satisfy numerous requirements including high specific power and

energy, high reliability, low cost and maintainability and long cycle life at high depths of discharge. To these
ends, the sealed bipolar lead-acid battery containing the stannic oxide material offers some new alternatives

for potential use in the EV arena. Higher values of specific power and specific energy have been

demonstrated when comparing with the lead-acid starting, lighting, ignition (SLI) battery. Simplicity of

manufacturing this sealed battery offers comparable if not improvements in cost, reliability and

maintainability. One other attribute is the endothermic property of the lead-acid system when it is

discharged. This characteristic will result in less complexity of battery design compared to other batteries
that are exothermic on discharge.

The subject of long cycle life at high depths of discharge must be addressed. This critical area is a

function of several cell design factors, most notably the active material formulation. Most manufacturers

tend to use their stock or patented materials; however, innovation will be required to design for this specific

application. Substantial improvements in performance were obtained in preliminary experiments by the JPL

Battery System Group with the addition of small amounts of tim oxide to the positive active mass.

There are two alternatives for using this battery in an EV application. One is the use of this battery as
the main power source. Tradeoffs in design are required to balance all the factors. For acceleration the

present high power design would be ideal; for distance, high capacity is required. Designing for both is

possible with appropriate compromises. The second alternative involves the hybrid concept. The power

system would utilize the Sealed Bipolar Lead-Acid Battery for acceleration together with a second power

source for extended range. The second power source could be a deep discharge lead-acid battery, a fuel
cell battery or even a small internal combustion (IC) engine.

Several studies have concluded that both EV alternatives including those with the range extenders are

feasible. While improvements in these systems are required, with a properly designed sealed true-bipolar
plate lead-acid battery containing the stamfic oxide additive and the correct thickness/area balance and

formulation of active materials, one of the major hurdles for an EV battery may have been cleared.
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Number of cells

Dimensions

Weight
Substrate thickness

Frame thickness

Cell thickness

Active area

Grid open area
Grid thickness

Acid density
Acid amount/cell

8O

10.6"x12.8"x11"

43.1 Kg
0.020"
0.098"

0.102"

521 cm2

82%

0.020"

1.305

80 ml

Table 2. Battery Design Specifications

Figure 6. Photograph of the 50 KW Module
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Introduction

Charge-coupled devices (CCDs) were recognized for their potential as an imaging
technology almost immediately following their conception in 1970. Twenty years later, they
are firmly established as the technology of choice for visible imaging. While consumer
applications of CCDs, especially the emerging home video camera market, dominate
manufacturing activity, the scientific market for CCD imagers has become significant. This
paper describes activity of JPL and its industrial partners in the area of CCD imagers for
space scientific instruments. Requirements for scientific imagers are significantly different
from those needed for home video cameras, and are described below. An imager for an
instrument on the CRAF/Cassini mission is described in detail to highlight achieved levels of
performance.

A charge-c0upled device can be thought of as an electronic conveyor belt, that collects

electrons generated by incident light, and shifts them toward an output amplifier. The charge
is confined by voltages applied to electrodes separated from the semiconductor by a thin
insulating layer. As the voltages on adjacent electrodes are changed, the charge in the
semiconductor is pulled along (See Fig. l). By using hundreds or thousands of electrodes, a
packet of a few thousand electrons can be transferred over a centimeter or more of distance.

A major issue in CCDs is the charge transfer efficiency (CTE) which is defined as the
fraction of charge successfully transferred from electrode to electrode (though sometimes

defined per pixel). While a CTE of 0.999 might appear to be rather good (losing only 1
electron in a thousand), if the packet undergoes 500 transfers, the net efficiency is 0.9996oo
= 0.61 representing an unacceptable deterioration of the signal. Scientific CCDs routinely
achieve CTEs greater than 0.99999.

To build an imaging device, the imaging area is divided into picture elements or
pixels. The image is focussed onto this region, and photons penetrate through the electrodes

(made from thin silicon) and the insulator into the semiconductor. Each photon generates an
electron-hole pair. The hole is repulsed, and the electron is captured due to the voltage
applied to the electrode. To prevent electrons in adjacent pixels from mixing and
consequently blurring the image, several electrodes are used in each pixel. At least one
electrode is biased to prevent electrons from escaping into neighboring pixels. The pixels are
also divided in the columnar direction by physical structures called channel stops that block

the horizontal movement of electrons. The electrons are collected during an integration or
exposure period that may last many minutes in the case of faint objects. Following the
integration period, the CCD is now operated in the transfer manner. Referring to Fig. 2, all
columns are shifted down in parallel. Upon reaching the bottom of the column, a row of
charges is shifted into the horizontal register. The horizontal register is then shifted to the

right to an amplifier which converts the charge signal into a voltage signal. This step often
introduces the most noise into the image from the CCD. The voltage then leaves the chip and

goes into subsequent amplifiers and an analog-to-digital converter. (From then on, the image
is computer-compatible and can be directly loaded onto magnetic disk for later display and
processing.) As each row is read out, the next row is shifted into the horizontal register. This
process continues until the entire image is read out from the CCD.

294



Figure 1.

i÷1+ i÷'1 i

( /

i i"'t i÷Fi

Simplified illustration of CCD charge transfer for a three-phase device.
Changing position of positive electrode bias causes electrons in semiconductor
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Schematic illustration of a portion of three-phase imager. Hatched area

corresponds to one pixel. Heavy lines are channel stop structures. Arrows
show path of charge transfer. Signal charge is shown confined under
electrode 2.

Figure 3.
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Cross section through a scientific imager showing three-phase polysilicon
electrodes, n-channel layer (typically 0.5#m thick and doped at 2xl0Z6/cmS),

epitaxial p-layer (10-12pro thick), and p+ substrate. Thinned structure
illustrates back side illumination. Dots in n-channel represent collected signal
electrons.
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Requirementsfor ScientificCCDs

The requirements for a scientific CCD are significantly different from those for home
video cameras. The major differences are (1) array size, (2) frame rate, (3) dark current, (4)
read noise, (5) spectral range and (6) radiation hardness. In structure, scientific CCDs are

simpler than consumer CCDs since issues such as anti-blooming, color separation, and
read-out rate are relaxed for the scientific CCD. In addition, cosmetic blemishes are often
accepted in non-space scientific applications but are unacceptable in the consumer arena.
Nevertheless, the large volume production and smaller format of the consumer CCD have
pushed its unit price to a level several orders of magnitude lower than that of a scientific
CCD.

Array Size - Frame Rate

The array size of a scientific CCD is almost routinely 1024x1024, with sizes up to
4096x4096 demonstrated by Ford Aerospace. With a pixel pitch of 12#m, a 2048x2048 imager
is nearly an inch square, with only a few chips produced on a 4 inch diameter wafer. The 4

million pixels in a single image frame read out at 50 kpixels/sec, and digitized to 16 bits
require over a minute to read out and 8 Mbytes of computer memory to store. A 4096x4096
image requires 32 Mbytes - the size of personal computer hard drive disk.

Dark Current

Normally, signal electrons are generated when incident photons generate an
electron-hole pair. However, thermal excitation can also result in electron-hole pair
generation. Since this occurs without optical input, it is referred to as dark current. Dark

current depends both on temperature, and on defect-induced energy levels (called traps)
within the semiconductor energy gap. The latter act as stepping stones for thermal excitation

and can arise from starting material quality, device design, device processing, and radiation
events. Dark current adds to the optically generated signal, and is noisy. In consumer video
cameras, dark current is not as important due to the high TV frame rate, but in a scientific
CCD using a very long exposure time (e.g. 15 min), the dark current can add up to a sizeable
contribution. To avoid dark current, scientific CCDs are often cooled to -70°C or lower.

Radiation Hardness

A CCD in orbit, or travelling throughout the solar system is constantly exposed to
varying amounts of radiation in the form of energetic, charged particles, and high-energy
photons. This radiation can damage both the insulating layer between the electrodes and

semiconductor (producing unreliable operating conditions) and damage the silicon crystal.
The defects caused by the radiation degrade both the charge transfer efficiency and the dark
current. Unlike digital circuits that use transistors for on/off switches and are consequently
more immune to such damage, CCDs suffer a gradual reduction in performance. On the other

hand, transient events that cause devastating single-event upsets in digital circuits produce
only one or more bright pixels in a CCD image and are not of great consequence. Hardening
of CCDs to radiation damage is an important element of scientific CCD development.

Read Noise

Images generated by photons are always intrinsically noisy. Photon shot noise varies
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as the square root of the number of optically generated electrons. The CCD can add
additional noise both in the transfer process and in the conversion from charge to voltage
domains. In a scientific CCD with very high CTE, the transfer noise component can be

ignored, and the charge-to-voltage conversion process noise dominates. Contributions come
from the output transistor white and I/f noise. A typical read noise level for a scientific CCD
is of the order of 4-6 electrons, and is larger than the photon shot noise for very faint images

with less than approximately 50 electrons per pixel.

Ouantum Efficiency

For imaging faint objects, the fraction of incident photons converted into signal
charge is an important parameter. Loosely termed quantum efficiency, it includes reflection
loss at the front surface, loss by absorption in the electrodes, loss in the insulator, loss caused

by recombination of carriers generated deep in the semiconductor, loss caused by surface
recombination, and in the case of near-infrared radiation, lack of sufficient absorption in the
semiconductor. In the ultraviolet where losses due to absorption in the polysilicon electrodes

would be significant, two approaches can be taken. One is to coat the front side with a
photoluminescent material such that the UV photon is absorbed and a longer wavelength
photon is subsequently emitted into the CCD. Although an inefficient process, the quantum
efficiency in the UV can be pushed from near zero to perhaps 15-20%. Alternatively, one
can thin the semiconductor under the CCD from the backside. Illumination on the back
surface need not pass through an electrode before becoming absorbed in the semiconductor

(See Fig. 3). If the thinning is done carefully to avoid recombination losses at the back
surface, the UV quantum efficiency can be increased further, at the expense of delicate
material processing and handling. This is described further below. Quantum efficiency in
scientific CCDs is typically better than 50% throughout the visible portion of the spectrum,
with some fall-off in the blue due to absorption in the polysilicon electrodes and reflection.

Technologies Used in JPL CCDs

JPL and its academic and industrial partners have developed technologies which

specifically address the needs of scientific imagers. Three of these technologies are described
here. Backside illumination technology has allowed the improvement of quantum efficiency
in the blue and ultraviolet portions of the spectrum. Inversion-mode operation of the CCD
has resulted in dark current reduction by several orders of magnitude. The incorporation of

signal averaging circuitry in the readout amplifier has allowed read noise to be reduced to an

average level of less than one electron.

i_ackside Illumination

There are two components to backside illumination technology; thinning of the CCD
and stabilization of the back surface. Several companies participating in thinning activities
include Texas Instruments, RCA, MIT Lincoln Laboratories, Thomson-CSF, Tektronix, and
EG&G Reticon. The major issues in thinning are to achieve a specularly smooth surface after

etching and to stop the etch at the appropriate depth. While thinning is still far from routine,
processes to produce the desired thinning have been demonstrated. Following wafer
fabrication and die separation, the backside of the chip is masked except for an area directly
under the imaging portion. The chip is then immersed in an acid-based etching solution. The
chip is typically etched from its initial thickness of 300/_m to a thickness of 10-12/_m. At this
point, the chip is thin enough to permit red light to penetrate through it. Reduction of surface
stress is important to prevent the warping of the resultant thin membrane. It is also important
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to minimize stress arising from packaging.

The backside surface, if not passivated, is sensitive to electrical charging effects. If
it becomes positively charged, optically generated electrons are drawn to the back surface
where they can recombine, reducing quantum efficiency. Ideally, the backside should be

negatively charged to drive electrons toward the front surface. However, this draws positively
charged holes to the backside where, if allowed to accumulate, the holes counteract the initial
negative charge. Several approaches have been taken to this problem both at JPL and

elsewhere. A thin layer of oxide can be used to passivate the back surface, reducing
recombination sites. A very thin overlayer of metal can be used to bias the backside to
maintain a constant potential. Alternatively, the shallow implantation of group III impurities
can be performed to generate the required field. Optically-generated holes must still be
drawn out from this structure to prevent the bleaching effect described above. The present
approach for the replacement wide=field, planetary camera (WF/PC) for.the Hubble Space
Telescope uses the thin oxide, thin metal technology.

Inversion-Mode Ooeration

Dark current in CCDs can be reduced by lowering the CCD operating temperature.
A second method of reducing dark current is to operate the CCD in an inversion mode. Since

defect levels at the silicon-insulator interface provide stepping-stone energy levels for
electron-hole pair thermal generation, it is desirable to "plug" these paths. This can be
accomplished by flooding the surface with holes, thus reducing the number of electrons
available for hopping to the conduction band. Such flooding by minority carriers is called
inversion. While understood for some time that such a mode of operation would reduce dark
current, only recently has this technology been implemented in three=phase scientific CCDs.

A special implantation step must be performed to insure that pixels remain isolated during
integration and charge transfer. In one device, dark current was reduced from 30,000
e-/sec/pixel to 800 e-/sec/pixel at 30°C using the inversion mode, and the ratio remained

constant down to =70°C (0.3 e'/sec/pixei and 0.008 e-/sec/pixel respectively). The
inversion=mode also inhibits the increase in dark current after irradiation. For example,
without the inversion mode, the dark current in the same device increased by a factor of 200
after 20 krads of Co=60 radiation, but using the inversion mode, the dark current was
suppressed by a factor of 1000.

Read Out Averagin_

The readoutprocessof convertingfrom charge=to=voltageadds noisetothesignalas

describedabove. There areseveralcomponents tothe noise,and some can be decreasedby
increasedsampling time. However, I/fnoisegeneratedby theon=chip amplifiercan increase

the totalnoisefor longsampling periods. Itfollowsthatifone could repeatedlyread the

signalnon=destructively,one can achieve noisereductionby averaginga seriesof output

levelscorrespondingtothe same pixel.Such a non=destructivereadout circuitwas recently

integratedon a Ford Aerospace imager. By non=destructivelyreading the signalusing a

floating=gateamplifier,the noisewas reduced asthe square=rootof the number of samples

taken.For example, the noiseina testpatternwas reduced from 7.6e"rms (spatialaverage)
to0.97e" rms by averagingeach pixelover 64 repeatedsamples.

The averaging process increases the read out time for an image in proportion to the
number of samples taken for each pixel. For short exposure times, the increased readout time

might be better utilized as a longer exposure time. For long exposures of faint objects, and
for short exposures of once=only images, the on=chip averaging process can dramatically
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improve image quality.

The CRAF/Casslui Imager

The visible spectrum science imager under development for the CRAF/CASSINI

mission represents a good example of the present state of the art in scientific CCDs. Although
it is not a back-side-illuminated device, it is a large format imager with high performance.

The architectt/re for the imager, fabricated at Ford Aerospace, is split-frame /
externally-shuttered. It is implemented with a triple-polysilicon process using a buried
n-channel technology and inversion-mode implants. Its format is 1024x1024 pixels with a
12#m square pixel size. Each pixel can hold up to100,000 electrons. The charge transfer
efficiency of fabricated devices has been measured to be better than 0.999999 at -70°C. The
read out noise at a 50,000 kpixel/sec readout rate has been measured to be approximately 5
electrons rms. The dark current for the device is specified to be under 2 nA/cm 2 at 22°C.
When operated in the inverted mode, the dark current has been measured to be 0.025 nA/cm 2
at 22°C. The illumination response non-linearity for the CRAF/Cassini CCD is less than one

percent, and the pixel-to-pixel response non-uniformity for white light is also better than one
percent. Quantum efficiency under front side illumination is better than 45% at 600 nm. The
performance goals and achieved levels are shown in Table 1.

Future Directions for Scientific CCD Research and Development

There are several areas ripe for continued research and advanced development
activities in scientific CCDs. For example, quantum efficiency - particularly in the blue and

ultraviolet, is still low for three-phase devices. New structures which avoid the absorption
of these wavelengths by the overlying electrodes can enhance imaging in these wavelengths.
Back side illuminated devices continue to have stability difficulties. New techniques to
stabilize the back surface are needed to achieve high quantum efficiency in the ultraviolet.

Damage caused by energetic particles such as protons and neutrons remain a significant
problem for CCDs. Structures and operating techniques to minimize the effect of this damage
warrant further investigation.

The use of improved silicon and other materials such as GaAs and Ge offer the

potential for extending the useful spectral response on the CCD. For example, x-ray imaging
using high resistivity silicon has already been demonstrated. The incorporation of photo
sensitive III-V layers may yield a LWIR image sensor.

The integration of additional circuitry for on-chip signal processing of the image data
is another area of research. For example, investigation of parallel circuitry to perform the

read out averaging so that read out rate does not suffer from the averaging process is of
interest. Circuitry for performing other functions such as for sparse illumination read out
might also present an avenue of investigation. Finally, the continued improvement of device
processing will continue to lead to improvements in image format and array size.

The advancement of fabrication capability also presents an interesting challenge to the
scientific CCD. Photodiode arrays which have traditionally had higher noise, lower
fill-factors, and less uniformity than CCDs, will be able to take advantage of wafer processing

improvements. These devices have higher quantum efficiency, especially at shorter
wavelengths, than CCDs, and are more tolerant to radiation and processing defects. It is
possible that a cross-over point will be reached for very large arrays in which photodiode
arrays re-emerge as a successful competitor to CCD technology.
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Table 1

CRAF/Cassini CCD Imager

Parameter

Architecture

Technology

Array size
Pixel shape
Pixel pitch

Well capacity
electrons

Charge transfer efficiency

Dark current
non-inverted
inverted

Response non-linearity
Uniformity

Read out rate

Read out amplifier sensitivity
Read out noise

Goal Actual

split-frame, three phase
triple-poly, n-buried channel
inverted operation

1024 x 1024

square
12Fm

>50,000 electrons 100,000 electrons

> 0.99999 0.999999

< 2 nA/cm _
< 0.03 nA/cm 2

<1%
<3%

50,000 pixels/sec
>l.0V/e"
<_ 10 electrons rms

0.025 nA/cm 2

1%
1%

1.0V/e"
5 electrons rms
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ADVANCED THERMAL CONTROL TECHNOLOGY

for

COMMERCIAL APPLICATIONS

Theodore D. Swanson, P.E.

NASA Goddard Space Flight Center

ABSTRACT

A number of the technologies previously developed for the thermal control of spacecraft have found their

way into commercial applications. Specialized coatings and heat pipes are but two examples. The thermal
control of current and future spacecraft is becoming increasingly more demanding, and a variety of new

technologies are being developed to meet these needs. Closed two-phase loops are perceived to be the

answer to many of the new requirements. This paper discusses all of these technologies and summarizes their

spacecraft and current terrestrial applications.

INTRODUCTION/BACKGROUND

The thermal control of spacecraft presents some unique problems not generally encountered in terrestrial

applications. Space is a place of great extremes: surfaces exposed to the sun can become quite hot while
surfaces facing deep space can become very cold. In addition, any piece of equipment which uses electrical

power must reject an equal amount of energy as waste heat. Such rejection of waste heat to the ultimate sink

must be by radiation. These factors can create unacceptable temperature extremes for a spacecraft unless
some measures are taken to control heat flows. In the past this control was accomplished with special

coatings and a unique kind of insulation called multi-layer insulation (MLI). Somewhat later more

sophisticated devices such as louvers and heat pipes were developed. These technologies have worked well

for applications up to the present which involve a few kilowatts or less and only short transport distances.

However, future applications such as the Space Station Freedom, Earth Observing System platforms, and
Lunar Base are much more demanding. For these applications a new type of advanced thermal control

technology is being developed: dosed, two-phase loops which can act as a central thermal bus.

The technologies previously developed for spacecraft thermal control have eventually found their way into
certain terrestrial applications. It is reasonable to suppose that the more advanced technologies now being

developed will also find commercial and industrial markets. Discussed below are some selected NASA
developed thermal control technologies and their spacecraft and commercial applications.

CURRENT THERMAL CONTROL TECHNOLOGIES and APPLICATIONS

Coatings

A variety of special coatings have been developed during the historyof space exploration. In general, the

purpose of these coatings has been to either reflect or absorb incident solar radiation, or to radiate or prevent
the radiation of waste heat. These functions are characterized by the surface "absorbtivitY _ and "emissiVity _,

respectively, of a material. For a given surface, the ratio of these two parameters combined with the radiation
impinging upon it and the heat conducted to/from it will determine the net flow of energy into and out of this

surface. All surfaces taken together will determine the net thermal balance of the spacecraft. Thus, by

selecting the emissivity and absorbtivity of the exterior surfaces the flow of energy into and out of a spacecraft

can affected. For early spacecraft, which were small and of low power, such coatings combined with MLI

were generally enough to provide adequate thermal control.

The special coatings developed for space applications have found a number of commercial applications.

For example, the technology used for coating astronaut helmet visors is now used for window coatings on

buildings. In addition, silicate paints, similar to those developed for spacecraft, were used during the re,cent
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renovation of the Statue of Liberty. The aluminum oxide coatings used to protect many silver polishes from
tarnishing are similar to those developed by NASA. Also, conductive coatings such as indium oxide and
indium antimonide are employed to coat liquid crystals.

Heat Pipes

Heat pipes are inherently very simple devices. They are used to conduct heat over relatively long
distances with only a small temperature drop. In its conventional form, the heat pipe is a closed tube or

chamber whose inner surfaces are lined with some sort of porous wick. In operation the wick is saturated

with a the liquid phase of the working fluid while the remaining space is saturated with the vapor. Heat is

applied to the evaporator end of the pipe. This heat is absorbed by the liquid which then vaporizes. The lost

liquid in the wick is replaced via capillary forces in the wick. The resulting pressure difference between the

vapor and liquid phases drives vapor from the evaporator end and to the condensing end, where it condenses

back into a liquid and is absorbed by the wick. Capillary forces in the wick pump the liquid back to the

evaporator area. Hence, a dosed heat transport loop is created. This process is depicted in Figure 1. since
the process makes use of the fluid's latent heat of vaporization a significant amount of heat can be transported

relative to fluid flow rate and unit size. The process can continue indefmitely as long as the fluid flow passage

is not blocked and a sufficient capillary head can be maintained. There are no moving parts to wear out.

Heat pipe technology was originally developed in the early 1960's. They have since been extensively used
for spacecraft thermal management. A wide variety of heat pipe designs have been developed over the years

to meet different thermal control needs. However, almost all of these designs were for moderate temperature

applications (e.g., near room temperature) and employed ammonia as the working fluid. Due to basic

thermophysics a given heat pipe design will be applicable only for a limited temperature range. Ammonia,

which has both a very high latent heat of vaporization and a high surface tension (which is needed for good

wicking) is an outstanding fluid for moderate temperature applications from about minus 40 degrees Celsius to
about plus 50 degrees Celsius. Although a few experimental heat pipes for cryogenic applications have been

fabricated, these are not yet generally available for commercial or spacecraft applications. High temperature

heat pipes have, however, been fabricated and are now commercially available. These pipes employ a liquid
metal as the working fluid.

Heat pipes normally operate as high efficiency heat transfer devices with a fLxed conductance. However,
by modifying their design slightly it is possible have them operate with a conductance that is variable in

response to some external driver function. It is also possible to design a heat pipe so that it operates as a
diode and conducts heat only in one direction.

Although deceptively simple in concept, development of a properly operating heat pipe requires careful

consideration to numerous design details and the cleaning and charging procedures. Special procedures must
also be employed in testing. References 1 and 2 provide a good summary of the basic issues involved in heat
pipe design.

Heat pipes have found their way into a wide variety of commercial applications. Virtually all commercial

communication satellites depend upon heat pipes for thermal control. There are also a large number of
terrestrial applications. For example, elements of the technology were used for thermal control of the

perma-frost for the Alaskan pipeline (over 125,000 pipes were used). In addition, heat pipes have been used

in many industrial waste heat recovery systems. Many high temperature furnaces use heat pipes to provide
extremely isothermal conditions (less than 1 degree Celsius) . Heat pipes are also used to remove heat from

industrial and medical (e.g., dental) drill bits. A major application is for cooling high power electronic
equipment, especially in military aircraft.

The primary limitation to the use of heat pipes in terrestrial applications is generally not power or

transport length. Rather it is typically the maximum elevation that can be tolerated between the evaporator
and the condenser ends. Generally, the evaporator can be no more than a few inches above the condenser or

the wick cannot pump and the heat pipe will fail. However, if the condenser can be on top then the pipe can
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be operated in a "reflux" mode and large height differentials are possible.

Two-Phase Pumped Loops

Future planned space structures, such as the Earth observing System platforms and Space Station

Freedom, will pose a much more demanding thermal control problem than current spacecraft. They will have

power levels in the tens of kilowatts, transport distances in the hundreds of feet, numerous heat load sources

dispersed throughout the structure, and will require tight temperature control (+/- 2 or 3 degrees Celsius). In
addition, the numerous heat load sources will all require this cooling under a variable load schedule. These

requirements virtually prohibit the use of conventional passive or single phase thermal control technology.

Pumped, two-phase thermal control technology has been developed to meet the emerging requirements

discussed above. This technology is essentially a major evolutionary step beyond heat pipes and offers about a

two order magnitude improvement. In a two-phase loop, a subcooled liquid refrigerant (ammonia is the

preferred fluid) is first introduced into an evaporator, which typically has some sort of wick structure to

promote fluid distribution. Heat from the equipment to be cooled is applied to the evaporator where it is

absorbed by vaporization of the liquid. It is important to note that the equipment to be cooled sees an
isothermal sink. The refrigerant then leaves the evaporator as either a saturated vapor or two-phase fluid. It

then travels through a tube to a condenser where it gives off heat and returns to a liquid state. This

condenser may be either a radiator or a heat exchanger connected to some intermediate sink. The process is

depicted in Figure 2. References 3 and 4 provide a brief technical overview of the technology.

Three basic types of closed, two-phase loops have been developed. These are characterized primarily by

the type of motive force used to circulate the fluid through the loop. In a Capillary Pumped Loop (CPL) the

liquid,is circulated by only the wicking forces generated within the evaporator's wick. Figure 3 depicts such a

process. This is similar to a heat pipe, except that in a CPL the liquid and vapor phases are separated and

flow through different lines. The effluent from such capillary evaporators is typically a saturated vapor.

Outstanding characteristics of this system type include the fact that the capillary based evaporators are self

regulating (i.e., the more power applied, the more they pump, up to their limit). In addition' there are no

moving parts to wear out. A potential limitation is the relatively small pressure head generated (half of a psi

is typical). CPL's have demonstrated a two order of magnitude improvement in heat transport capability

(power times distance) over heat pipes.

The second major type of two-phase loop involves the use of a small mechanical pump to supply

refrigerant to the evaporators. In this type of system, depending on the system design the evaporator may
discharge either a pure vapor or a vapor/liquid mixture. The evaporators, however, do not provide any

pumping action of their own. In either case the effluent goes to a condenser (heat exchanger or radiator)
and is condensed back into a liquid. It is then pumped back to the evaporator and the cycle continues.

In the third major system type, a mechanical pump is used in concert with capillary evaporators. This

combines many of the advantages of the capillary and mechanically pumped systems; the capillary pumps are

self regulating and the mechanical pump provides additional pressure head to drive the fluid through the loop.

This system concept is depicted in Figure 4. Variations on these basic system concepts are also possible.

Two-phase thermal control technology has been baselined for both the Earth Observing System platforms

and Space Station Freedom. These large space facilities will require the high power capacity, long transport

capability, low relative weight, and isothermality offered by two-phase technology. It is anticipated that any
future large space facility with similar requirements would also need to make use of this technology.

To date there are no known commercial applications of the two-phase thermal control technology

discussed above. Ammonia refrigeration systems have been operated in industrial and commercial

applications for many years, but these have involved the generation of a temperature differential for

refrigeration purposes. The technology discussed above is concerned with the efficient transfer of heat over

relatively long distances, not refrigeration. However, just as heat pipes have proved useful for commercial
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applications it would appear that two-phase loops could solve some terrestrial heat transfer problems. The
use of a mechanical pump might eliminate the height restriction problems existent with heat pipes.

FUTURE THERMAL TECHNOLOGY

The technology discussed above will be able to provide thermal control for the NASA missions scheduled
to date. However, several additional technologies will be required to enable or significantly enhance future
proposed space activities. For example, in order to provide thermal control for a Lunar Base a new type of
heat rejection or thermal storage technology will be required. Heat pumps have been proposed to solve this
problem. Although heat pumps have been used for years in terrestrial applications some modifications will be
required for space applications. As these modifications will likely address reliability and efficiency some
technology transfer back to the commercial sector seems reasonable. Other new thermal control technologies
needing development for space applications include low temperature heat pipes and thermal storage devices.
If the past is any guide then these technologies will also offer terrestrial applications.
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ROBOSIM, A SIMULATOR FOR ROBOTIC SYSTEMS

Elaine M. Hinman and Ken Fernandez, Ph.D.
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Nashville, Tennessee

ROBOSIM, a simulator for robotic systems, was developed by NASA to aid in the rapid prototyping of
automation. ROBOSIM has allowed the development of improved robotic systems concepts for both earth-
based and proposed on-orbit applications while significantly reducing development costs. In a cooperative
effort with an area university, ROBOSIM has been further developed for use in the classroom as a safe and
cost-effective way of allowing students to study robotic systems. Students have used ROBOSIM to study
existing robotic systems and systems which they have designed in the classroom.

Since an advanced simulator/trainer of this type is beneficial to not only NASA projects and programs but

industry and academia as well, NASA in the process of developing this technology for wider public use. In
this paper we give an update on the simulator's new application areas, the improvements made to the
simulator's design and current efforts to ensure the timely transfer of this technology.

INTRODUCTION

ROBOSIM is a computer graphic robotic simulator developed by NASA-MSFC to aid in rapid
prototyping of automation concepts. Cooperative development of a commercial and classroom version of
ROBOSIM has been carried out by MSFC and Vanderbilt. In addition, ROBOSIM has been used in

graduate courses at Vanderbilt as a trainer in robotic design.

Several applications of ROBOSIM will be described in this paper. While these are not the only current
uses, they do show the usefulness of ROBOSIM in diverse fields -- from spaceflight to manufacturing to

surgical aid development.

In the course of making ROBOSIM accessible to the larger robotics simulation and development
community, several ports have been made to other workstations. A couple of these are described in more
detail below.

DEVELOPMENT

ROBOSIM was originally developed in a VAX environment and provided graphical output to
TEKTRONIX 4014 terminals and Evans & Sutherland graphics terminals [3]. Ports to the GTI Poly 2000,
HP350SRX workstation, InterPro 360, and Silicon Graphics IRIS machine also exist [1, 2]. The TEKTRONIX
terminal provides a low-cost and quick way to see the robot and workcell during the creation process, while

the other systems allow real-time or near real-time viewing of robot motions.

To use the original ROBOSIM, the user created shapes and interconnecting joints using the ROBOSIM
programming language, once a robot was modelled, motions could be generated either by user supplied
routines or by using the default control algorithms [4]. The ROBOSIM program structure is shown in Figure
1.
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PORTS

The advent of high speed graphics workstations provided the impetus to port ROBOSIM to such a

workstation [6]. However, to remain compatible with the VAX version of ROBOSIM, the VAX version has

been kept as the kernel, with various features added to the front and back ends.

The TEKTRONIX 4014 terminal and Evans & Sutherland PS330 graphics system only allowed wireframe

representations of the robot and workcell. The second implementation of ROBOSIM was on an HP350SRX
graphics workstation. This allowed solid graphics, faster screen access, and facilitated the development of the

R2 graphical interface discussed in the next section. The Starbase graphics library and X-Windows

capabilities available on this workstation were used in the implementation of pull down menus and shaded

graphics in the new ROBOSIM user interface.

A parallel development has been to integrate ROBOSIM onto the Intergraph InterPro 360 graphics

workstation [2]. The Intergraph windowing environment, Environ V, was used in interfacing ROBOSIM with
the InterPro workstation. Again, the foundation of ROBOSIM remained the same, however, the

ROBOSIM-created graphical libraries were generated using Intergraph's graphic capabilities, and displayed in
an Environ V window.

GRAPHICAL EDITOR

Once ROBOSIM was ported to the HP workstation, the 3D graphical editor, R2, was developed to

provide an easier and more flexible interface to ROBOSIM [3]. The ROBOSIM kernel handles the

rudimentary simulation tasks including the generation of primitive solids and rotation and translation

operations performed on those objects. When modelling using the ROBOSIM programming language, the

user was required to keep track of each object's dimensions, position and orientation with respect to other

objects it may be connected to. In R2, menus and a mouse are used to generate the link primitives and to

define the interconnecting joints. Since R2 is a graphical editor, the user may quickly and easily see and

modify the robot workcell as it is being constructed. However, complete compatibility with ROBOSIM is

maintained by having R2 generate ROBOSIM code. This way the capabilities of the original ROBOSIM are

maintained while the enhancements of R2 are provided. Now, the user can design robots in the ROBOSIM

code, by using R2, or through the use of custom programs.

SIMULATION LIBRARY

The following description of the ROBOSIM simulation library is from the paper by Springfield, Cook,
Anderson, and Fernandez [3]. The library was first implemented on the HP-9000 workstation equipped with

an SRX graphics accelerator.

The simulation library and environment provides methods to access the data structures created by

ROBOSIM. The robots and other objects are specified and loaded into memory. These structures remain

resident in memory while the simulation is running. The library provides an interface to these structures so

that the user does not have to understand what is happening at that level. The library provides higher level

facilities much like an actual robot programming language.

The simulation package allows one to use the robots that have been designed. The package consists of a

library of C functions that operate on the fdes created by ROBOSIM. Although this package is far from

complete, it allows simple simulations to be run. It also provides a framework in which to test the major

components for the simulator: collision detection and dynamics. Having the simulator as a library of C

routines allows more flexible methods for running simulations. Very specific and efficient simulations can be

written in C which call the simulation functions directly. However, even at this level, much of the internal

data structure is hidden from the user. This level of programming roughly corresponds to programming a

robot in its programming language. For instance, one can tell a robot to move along a straight line or move a

particular joint. Using these same routines, a very flexible, user-friendly interface can be built up, allowing an
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interactive way to do simulations that are not too complicated, or that do not require great speed.

ROBOSIM provides most of the information required by the simulator through the files it creates.
However, some information is not directly provided, but it can be determined from what is there. This

involves the information required by the collision detection algorithm. ROBOSIM provides the

Denavit-Hartenberg parameters, the A-matrix, the pseudo-inertia matrix, and a list of points which describe

the physical structure of the robot. The internal data structure also includes areas that are not currently used,
but will be at a later time. These include minimum and maximum joint angles, veloeities, and aecelerations.

The structure also includes information related to the graphics display. The simulation package acts as

intermediary between the user and the internal representation.

The simulation program that the user writes can turn on collision detection, request solutions to inverse

kinematics problems, and display results graphically. The user can use the general numerical Jacobian method

for inverse kinematics or provide an exact solution for the robot. The user simply passes the address of the

function to the simulator, and the simulator will then use that function when solving inverse kinematics for that

robot. A proposed extension to the simulator will allow the recognition of the possible robot configurations

for which exact solutions exist. The exact solutions to these configurations would then be used instead of a
numerical method, freeing the user from having to solve and code it himself. Several uses of the simulations

system can be found in later sections.

Collision detection is very important in simulation of robots, one usually wants to know if the robot has

collided with its environment or with itself. The collision detection algorithm implemented here is very similar

to the POCODA (Polygon Collision Detection Algorithm) algorithm given in Scott E. Waiter's dissertation

from Cornell [7]. The collision detection algorithm has only two weak points. It does not handle concave

polygons, and it will not signal a collision if one object is completely inside of another. The stipulation

concerning concave polygons is not serious. ROBOSIM does not generate concave polygons unless they are

the result of a custom object. Although R2 does not check for concave polygons, this feature could be

implemented. In fact, algorithms exist to split concave polygons into convex polygons. Either of these

features could be implemented fairly simply. The problem of not detecting a collision if one object is

completely inside of another derives from the fact that the algorithm used is a polygonal collision detection

algorithm and not a solid object one. However, assuming two objects start off outside of each other and

movements are sufficiently small, then this should not prove to be a problem. This condition also prevents the

ability of one object to pass through another (i.e. a movement is large enough that two objects do not overlap

at any point). This algorithm does not detect collisions in the volume swept by an object moving between

positions with another object, but rather only overlap of the objects at the starting and ending positions. But,

if the distance between the positions is smaller than the smallest object, then there should be no problems.

APPLICATIONS

ROBOSIM has been used in several different applications. As a rapid prototyping robotic simulation

system it is especially applicable when designing custom robotics for specific tasks. However, standard

industry robots can also be modelled. Control algorithm development, positioning and task viewing studies,

and workcell configuration are tasks for which ROBOSIM has been used.

CLASSROOM

ROBOSIM is used in an introductory graduate-level robotics class at Vanderbilt University. It is useful

for aiding the students in visualizing transformations and perspective operations applied to items they have

designed themselves. They can build objects and link them into kinematic chains. Once a robot is designed,

the inverse kinematics can be solved and various control algorithms tested in graphics. Using graphic

simulation, students have access to robotics development tools without the expense of providing robotics

hardware for a classroom/laboratory environment.
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SURGICAL POSITIONER DEVELOPMENT

ROBOSIM has been used by Dr. Bob Galloway and Allison Balogh of Vanderbilt to aid in development

of a surgical positioner for use in brain surgery [3]. The positioner would be used to determine points of

entry into the brain. Currently this is done by precomputing the location of the points with respect to an
external reference. Greater flexibility would be provided by having a way to immediately see these positions.

The current research is to see if a robot of sufficient accuracy can be built. ROBOSIM has been used to

design the positioning arm and study its work envelope. The robot needs to be able to reach all positions on
the head, while avoiding collisions with it. Currently, different positioner arm configurations are being

studied.

WELDING

ROBOSIM has been used in a couple of welding simulation applications, one was in the development of a

control algorithm for robotic welding of a Space Station airlock [2]. This application was developed on the
InterPro workstation. A wireframe representation from this application is shown in Figure 2.

FIGURE 2. Alriock and Robot during weld.
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Another welding application was in the testing and simulation of a downhand welding algorithm [5,8]. In

this case a six degree-of-freedom robot performs the welding while a two degree-of-freedom positioner holds
the workpiece. One implementation of this algorithm used a 2 degree-of-freedom table as the positioner,

while another implementation used a PUMA 560 with 4 locked degrees of freedom as the positioner. In both

cases, the object is to keep the weld feed in the downhand position to avoid pooling of the field. Based on

the status of objects in the workcell, path information is generated and simulated by ROBOSIM in order to

perform the weld. Joint constraints and collision detection are included in the path generation. Once a path

is found, it may be sent to the actual robots and executed.

CONCLUSIONS

The previous examples point out a few of the areas in which the use of ROBOSIM is beneficial. Although

ROBOSIM was originally developed at NASA for use in space robotics, it is useful to the larger robotics

community. The commercial version currently under development will include the enhancements made in the

second and later implementations of ROBOSIM. In this version, X-Windows may be used by multiple users
to develop their applications. Although the processing speed of a workstation will be required for real-time

and near-real-time simulation runs, workcell development can be carried out at a terminal through the
common X-Windows interface.

In closing, ROBOSIM is a useful tool for robotics simulation in academia, government and industry.
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ABSTRACT

The Goddard Space Flight Center (GSFC) has developed several computer programs that automatically

derive and numerically solve the equations of motion for any multibody system. That is, any system that can

be modeled as a collection of hinge connected rigid and flexible bodies acted upon by internal and external

loads. During the past decade, these programs have proven to be the only logical method for reducing the

cost of in-depth analysis for spacecraft, robots, and other complex mechanical systems. This paper provides

an overview of associated modeling capability and its many applications. Several ongoing efforts to enhance

e_dsting capabilities and to apply evolving technology in and out of the aerospace industry are discussed. The

man/machine interaction dynamics and performance (MMIDAP) project is a prime example, it is focused

toward supporting designers of mechanical systems that are controlled by an operator's intelligent physical
exertions. Medical industry involvement in this project is in a very real sense proving that technology transfer

is a two way street. Many of MMIDAP's human performance and biomeehanical analysis capabilities are a

direct result of collaborations with the medical industry.

INTRODUCTION

The Technology Utilization Office, the Flight Telerobotic Servicer (FTS) project and the Office of

Aeronautics, Exploration and Technology are all providing support for projects that utilize the capabilities of

multibody modeling tools. This diverse support group has created a product development environment that is

supportive of near-term NASA applications, far term NASA needs, and technology transfer initiatives into

non-traditional application areas.

During the early 1960s, NASA satellite designers were conceiving and building spacecraft with innovative

controllers faster than project support engineers could derive, code, and debug system stability and

performance analysis programs. In an attempt to keep pace with need and to reduce associated cost, several
efforts were initiated within the aerospace community to create a general purpose design and analysis

capability. While several groups developed in-house propriety codes with impressive capability, NASA/GSFC

created and brought the programs NBOD & DISCOS into the public domain. A recent review of these

programs and their current capabilities is to be found in [1]. Unknown to the aerospace community, at the

time, researchers at the University of Iowa were also actively engaged in developing similar capabilities for the

mechanical engineering community. While GSFC supported the aerospace community, Iowa supported the

machine and vehicle design community. The software of both groups is used internationally. Both

development groups are now collaborating to enhance their respective capabilities. This enhancement effort is

lead by a research team associated with the National Science Foundation (NSF), U.S. Army Tank Automotive

Command (TACOM), NASA/GSFC cosponsored Industry/University Cooperative Research Center (I/UCRC)

at the University of Iowa and its supporting membership of about 30 government and industrial laboratories.

The research objectives of the I/UCRC are defined in [2].

One major trust of the collaborating researchers is to provide a reliable modeling and simulation capability

for supporting the concurrent engineering systems that are presently being implemented throughout this

nation's manufacturing industry. This activity is motivated by the general agreement that about 70% of a

product's life-cycle attributes are defined by decisions made during the concept exploration phase of design.

As a result, early in depth analysis is critical to impacting design decisions. Design changes made after this

phase have a high ripple effect on project cost.
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An analysis capability that can quantify operator performance vs. design alternatives during the early

design phase is needed for both ground and space based applications. The GSFC's MMIDAP project

supports this goal. It is directed toward machines that are controlled by a human operator's intelligent

physical exertions. These tools will allow designers to quantitatively introduce an operators's physical and

cognitive limitations into design tradeoff decisions (for more detail see [3] and [4].) GSFC's supported

MMIDAP capability will be developed in a generic manner so that it can be applied to a broad range of

aerospace, machine design, ergonomic, physical therapy and rehabilitation engineering problems.

NASA NEEDS, STATE OF THE ART

The final report of the 1985 Integrated Ergonomic Modeling Workshop [5] contains a detailed review of

pre-1988 software capability along with a list of recommendations for future research. It specifically remarks

that "there is a paucity of dynamic interface models" and that "an integrated ergonomic model is needed,

feasible, and useful." The report's review of existing capability demonstrates that ergonomic modeling software

has been primarily developed to support aerospace cockpit design, design for product maintainability, and

whole body dynamics associated with automotive vehicle crash and pilot ejection. Some work exists under the

general heading of optimization of sports motion, however, there is virtually nothing to support designers who

must evaluate man/machine interaction dynamics and performance with or without survival gear, in hostile

environments, on earth, or in the reduced gravity environment of space.

A MMIDAP analysis capability is of critical importance to NASA. Space Station Freedom (SSF) is to be

a long life mission. External maintenance of the SSF will be required for several decades. What cannot be

accomplished via robotics will have to be done via extravehicular activity (EVA). As identified in the S-SF

Fisher - Price report [6] a major goal is to reduce EVA activity by exploiting the fleet of U.S., Canadian, and

Japanese robots for carrying out the maintenance and replacement of on-orbit equipment. For this strategy to

be effective the orbital replacement units ORU's must be designed for commonality in order to maximize the

use of robotics. The cost prohibitive need to laboratory test replacement scenarios for each of the

approximately 450 different ORU types must be minimized. The development and use of a MMIDAP analysis
capability is, to this author, the only viable option.

ANTHROPOMETRIC, BIOMECHANICAL, AND HUMAN PERFORMANCE DATABASES

The MMIDAP project research group feels that it is time to take stock of present analysis methods and

their associated data determination needs. A dedicated emphasis on developing the infrastructure for the

systematic, engineering approach to. solving human system problems and recognizing current limitations is
needed.

The National Library of Medicine (NLM) is currently undertaking a first project at building a digital

image library of volumetric data representing a complete normal adult human male and female [7]. This

"Visible Human Project" will include digital images derived from photographic images from: cryosectioning,

computerized tomography, and magnetic resonance imaging. NASA/GSFC is complementing this effort with a

"whole body digital mapping project". The GSFC project seeks to develop a hierarehial tree of biomechanical

and human performance analysis capability vs data availability. The output of this project will be used by the

MMIDAP project to both def'me objectives and recognize analysis feasibility limits. This is a cooperative

project involving: biomechanics groups from the University of Iowa and Case Western Reserve University,

human performance specialists from the University of Texas at Arlington, and anatomists from the University

of Colorado at Denver. The objective is for the analysts to define data needs while anatomists are to define if

it is feasible with modern technology to provide the requested data as a by-product of the "Visible Human

Project." Details will be defined in the project's final report [8].

One major problem with existing biomechanical data is that it comes from so many different sources with

almost as many different measurement reference frames. The NLM's Visible Human Project is presenting the

biomechanics community with a unique opportunity to fill gaps and to obtain a consistent reference source of

fundamental biomechanical data. GSFC's whole body digital mapping project seeks to precisely define what
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shouldbemeasuredand how it is to be databased.

Biomechanical data alone is not sufficient for man/machine interaction dynamics and performance analysis.

The problem also needs human function and human performance information. Reference [9] provides a

review of ongoing work in the quantitative measurement, assessment, and databasing of human performance at

the Human Performance Institute (HPI) at the University of Texas at Arlington. This work was originally

focused toward the field of Physical Therapy and Rehabilitation Engineering. It is now recognized that HPI's

databased information and measurement systems are identical to what is needed to support the MMIDAP

project.

MAN-IN-THE-LOOP SIMULATORS

FOR COMPLEX MECHANICAL SYSTEMS

Major advances in formulating the mathematical equations needed to simulate complex mechanical

equipment along with the availability of low cost parallel processor computers have provided a unique

opportunity to create low cost real-time simulators for complex mechanical equipment with man in the control

loop. Simulators accept real-time man in the loop commands, graphically create a simulated visual
environment, and drive other laboratory devices to create a simulated vibrational and audio environment.

Stress and load information for machine components can be obtained directly from the simulator. Qualitative

control system feel information can be obtained from operator comments. Human performance data can be

obtained by monitoring operator response in the simulated environment. The ability to simulate in real-time

all gyrodynamic loads and machine force feedback control loads that operators must respond to sets this new

effort apart from that available via aircraft flight trainer technology.

A first step toward developing a simulator capability for complex human operated mechanical systems

was taken at the University of Iowa with the development of a simulator for a J.I. Case backhoe. The ongoing

second step is to create the Iowa Driving Simulator in 1991 [10] and the final step will be to develop the

Department of Transportation's National Advanced Driving Simulator [11] in the mid 1990's.

INTEGRATED MUSCULO-SKELETAL MACHINE DYNAMICS

EQUATIONS OF MOTION

The exact same methods and computer programs that are used to create real-time man in the loop

simulators for mechanical systems can be used by biomechanical groups to simulate human body response.

An overview of existing pre-1990 multibody modelling capability is provided in [12]. In the late 1980's several

international groups independently discovered that equations of motion could be rederived in such a manner

that computational speed could be greatly enhanced. New implementations with improved speed and

modeling capability are now in the beta-site testing stage. The GSFC/Cambridge Research program Order N

DISCOS is defined in [13] and Iowa's I/UCRC Order N "2 program NGDC is defined in [14]. For

biomechanical applications several modeling limitations have been recognized by Frisch, Turner, and Chun.

Plans are now underway to the enhance Order N DISCOS program accordingly.

Multibody simulation models have been successfully used to model certain classes of musculo-skeletal

systems. As stated above, modeling weaknesses do exist and these must be recognized before one attempts to
use multibody tools for general biomechanical application. The dynamics analysis of mechanical systems is

dominated by the need to solve the forward dynamics problem. That is, given a prescribed set of internal and

external loads, predict system response. Attempts to perform forward dynamics analysis with

neuro-musculo-skeletal systems is usually stopped by ones inability to mathematically characterize the human's

cognitive processes that generate the neural activation signals that stimulate the body's musculo actuator

system.

The MMIDAP project recognizes this fundamental limitation, instead it concentrates on the inverse

dynamics problem. Graphical animation and laboratory testing techniques exist for obtaining an estimate of

human dynamic response for a broad range of activities. If sufficient information can be obtained

317



(displacement,rate, acceleration, and external loads) then inverse dynamics methods can be used to predict

what the resultant musculo actuator loads had to be to produce the defined input response. These results

can then be compared with known human performance information to determine if predicted mnsculo

response required by a machine operator is within the limits of capability for the machine designer's target
operator population group.

MUSCLE MODELING AND LOAD SHARING

Detailed neuro-musculo-skeletal modeling of the human system or any of its subsystems is an extremely

complex problem that is beyond today's state-of-the-art capability. The First World Biomechanics Congress in

August 1990 had over 80 oral presentations on the subjects of multiple muscle systems, biomechanics and

movement organization. Formal reports on 46 of these presentations have been collected in [15]. From these

reports and others presented at the Congress it is clear that muscle dynamics and neuro-musculo-skeletal

organization and movement modeling is a subject that will occupy researchers for many more years.

Complexities associated with modeling muscle contraction dynamics are matched by the problem of

muscle load sharing. The presence of redundant muscle actuators at virtually every anatomical joint implies

that rules must exist for defining how muscles will share the work load. Ref. [16] provides an extensive
summary of ongoing research in muscle load sharing at the University of Wisconsin at Madison. An

understanding of muscle load sharing is needed to explain why certain design options or operational scenarios

have the potential of causing machine induced discomfort, fatigue, pain, or trauma.

PREDICTION OF HUMAN MOTION

One fundamental difference between repetitively testing human subjects and repetitively testing

mathematical models is that the human's response is nonrepeatable. The modeling goal for the prediction of
human performance can therefore only be that the predicted motion be physically reasonable. Predictions and

reasonable variations around them should be viewed as defining an envelop of possible human response. With

this goal in mind simplified motion prediction algorithms can justifiably be introduced into a human motion

prediction capability. The program JACK [17] has several unique features that make it ideal for the

MMIDAP application. Figure positioning by multiple constraints is a capability that allows users to specify

trajectories at several body fixed points (hand, feet, torso) and to then have motion trajectories for all other

points predicted. Strength guided motion is a capability that uses human strength and comfort data for the

motion prediction process. JACK uses a blend of kinematic, dynamic and biomechanical information when

planning and executing a path. The task only needs to be described by a starting point, ending position, and

external loads such as gravity and weights to be transported.

MAN/MACHINE DYNAMIC INTERACTION, ITERATIVE REFINEMENT

The output of the program JACK is animated human system response. As for any engineering
analysis study, the physical realizability of predicted response must always be checked. This is done by

viewing animated response and resultant joint behavior. Weighting factors within the JACK program allow

user's to tune predictions to bring them into the realm of physical realizability for the particular population
group under study (old, young normal, handicapped, etc.) As a further check JACK's predicted joint response

information is used as input to the program Order N DISCOS. This program includes a detailed dynamics

model for the machine and the operator's musculoskeletal system. The associated equations of motion for the

multibody model are exact, relative to the laws of Newtonian mechanics. Order N DISCOS's inverse dynamics

capability is then used to obtain a refined prediction for resultant joint loading. Differences between JACK

and DISCOS resultant load predictions stem from the simplifying assumptions within JACK's motion

prediction algorithms and man/machine interaction dynamics. The output of Order N DISCOS becomes input

to the program defined in [16] to predict muscle load sharing. If resultant joint loading and muscle load

sharing predictions are acceptable then motion and load prediction information is used as input to the human

performance database at the HPI. The output of this step provides another assessment of physical

realizability. If results violate physical realizability JACK weighting factors can be adjusted and the process
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repeated.

The iterative refinement process is used until the successive approximations strategy converges to
acceptable results. The predictions will either confirm that man/machine interaction is acceptable or that
some human performance parameters exceed databased norms. Machine design changes can be refined until
acceptable performance measures are achieved for the machine operator's population group.

TARGET NASA SPINOFF APPLICATION

GSFC's Office of Commercial Programs is strongly supportive of efforts to transfer aerospace developed
technology. The following technology transfer initiatives are currently being pursued:

O The underlying technology of real-time man in the control loop simulation is the enabling technology
needed to build simulators for the ergonomic design of a man/machine interface. These facilities will
support physiological and cognitive research related to human operation of mechanical systems with
an emphasis on automotive vehicles. Issues associated with operator performance under the influence
of alcohol, drugs, sleep denied fatigue, etc. can all be investigated in a simulator without the danger of
life threatening injury to the test subject.

O The ability to account for operator population group in the design process provides an ability to
determine if a handicapped person has the physical and cognitive resources necessary to operate a
particular machine. This capability not only opens the door to the job placement for the handicapped
problem, but also allows machine designers to identify and remove design features that inhibit
operation by the handicapped.

O Exercise equipment can be viewed as human operated machines. Since operators tend to operate
these near the limit of their physical resources, it is important that they be carefully designed. They

must exercise particular muscle groups while not causing physical injury to other muscle groups or
associated joint complexes.

O Bone and muscle atrophy is a major problem for space missions. If the body senses that either bone
or muscle is not needed it is absorbed by the body. To counteract this problem an exercise

program must be designed to stress both bone and muscle. Proposed exercise systems can be
evaluated relative to each astronaut and alternative exercise scenarios can be compared via

quantifiable performance measures.

O Physical therapy is a slow process that is difficult to measure in a quantifiable sense. Techniques
used to validate MMIDAP capability will be directly applicable to the measurement of rehabilitation
progress. The MMIDAP capability itself can be used to set exertion limits for recovering patients

and machine operators.

O Rehabilitation engineers develop a wide range of devices and prosthetics so the injured and disabled
can recover lost performance and prevent further injury. Both active and passive prosthetic devices
can be viewed as human operated machines that need MMIDAP design analysis.

O Functional neural stimulation (FNS) is currently being used to stimulate both upper and lower
extremity muscles of spinal cord injured patients. The objective of FNS research is to design a
control system for the coordinated electric stimulation of those muscle groups needed to provide a
standing, walking and grasping capability. Patient safety considerations demand that proposed FNS
control strategies be evaluated via computational analysis before they are administered. An ability to
measure and quantify patient progress is another need. The MMIDAP project will support both
needs.
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Occupational and sports related trauma is a serious problem when workers or athletes carry out

strenuous repetitive actions or intentionally shock their musculoskeletal system; eq. carpal tunnel

syndrome, white finger, and tennis elbow. A better understanding of how trauma causing forces and
moments develop is needed to suggest less stressful body motion strategies.

Biochemists are attempting to better understand how drugs work within the human body. This quest
leads to the need to model the molecular dynamics of protein enzyme reactions. The program Order

N DISCOS is currently being beta site tested for this application at Dupont with the assistance of

Cambridge Research. Attempts to use the program NBOD for this application are outlined in [18].

SUMMARY

This paper has reviewed all essential existing capability needed to create a man/machine interaction

dynamics and performance (MMIDAP) capability. The multibody system dynamics software program Order

N DISCOS will be used for machine and musculo-skeletal dynamics modeling, the program JACK will be used
for estimating and animating whole body human response to given loading situations and motion constraints,,

the basic elements of performance (BEP) task decomposition methodologies associated with the Human

Performance Institute's BEP database will be used for performance assessment, and techniques for resolving

the statically indeterminant muscular load sharing problem will be used for a detailed understanding of

potential musculotendon or ligamentous fatigue, pain, discomfort, and trauma. The envisioned capability is to
be used for mechanical system design, human performance assessment, extrapolation of man/machine

interaction test data, biomedical engineering, and soft prototyping within a concurrent engineering (CE)

system.
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BACKGROUND

The NASA GSFC Office of Commercial Programs (OCP) is currently slmnsoring industry and institutional
research programs that will utilize GSFC developed robot technologies to facilitate space-based production
of microelectronic materials (semiconductors) and devices. The microgravity space environment offers

many advantages for microelectronic processing. In the absence of gravity, thermal convection, buoyancy
and sedimentation are eliminated. Microgravity also enables containerless material processing, thereby
reducing the likelihood of semiconductor contamination. A high vacuum controlled atmosphere, cleanliness
and isolation of hazardous materials are other space processing advantages. The objective of the OCP and
NASA Headquarters Space Commercialization Office, Code C, is to provide a broad program of
technological research and development in support of space-based microelectronic materials processing
applications and science programs by matching GSFC capabilities to industry and institutional needs.

Robotics for Commercial Microelectronics Processes in S_tmce Workshog_

The GSFC OCP hosted the "Robotics for Commercial Microelectronics Processes in Space Workshop" in
December 1987. This was the beginning of a four Phase approach that will lead to a test payload for a
space-based processing facility. The objective of the Phase I workshop was to bring together NASA,
university, and industry researchers, as well as Space Shuttle carrier personnel, to discuss materials
processing, robotics, and commercial automation. Discussed in the workshop was the utilization of
robotics and automation to improve microelectronic processing productivity. Phase 11of the program was
initiated to investigate processes that included bulk crystal growth, wafer manufacturing and device
fabrication. A "Telerobotics for Commercial Microelectronics Processes in Space" study report concluded
that the utilization of automation and telerobotic technologies was far more cost effective and less hazardous
than using a human operator, lRef. 1]

It has been proposed that Phase III utilize the unique NASA GSFC Development, Integration and Test
Facility (DITFAC) testbeds, shown in Figure 1, to identify key features for the material processes and
demonstrate robot and automation capabilities. The DITFAC currently supporting the Flight Teletobotic
Servicer (FTS) program incorporates three primary testbeds. These testbeds are being used by the GSFC
robotics team to create, test and evaluate new and evolving robotic technologies. The testbeds include the
FTS Functional Simulator, Engineering Testbed and the Graphics Simulator. These testbeds are being used
to evaluate Space Station Freedom mockups, perform robot simulations, research issues such as robot
control algorithms and perform graphic kinematic simulations of various robot tasks. [Ref. 2]

The Phase IV proposal represents the development of a Telerobotic Materials Processing Facility
(TRMPX). TRMPX is a Shuttle-launched, materials processing test payload using a Get Away Special
(GAS) can. The test payload is necessary because key features of the facility cannot be fully tested on earth
and will require exposure to the unique environment of space. [Ref. 3]
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Figure 1. Development, Integration and Test Facility (DITFAC)

TELEROBOTIC MATERIALS PROCESSING EXPERIMENT (TRMPX)

The objectives of the GSFC managed and OCP sponsored TRMPX program are to define, develop and
demonstrate an automated materials processing capability under realistic flight conditions. GSFC has

proposed to accomplish this using small test payloads launched on the Shuttle as a Hitchhiker attached
GAS payload experiment. TRMPX will fit inside the 19-3/4" diameter x 28-1/4" length GAS can interior.
The Hitchhiker avionics and electronics interface will provide the necessary power and data handling to

operate TRMPX. The process of utilizing the GSFC laboratory to develop and demonstrate robot
capabilities, and the knowledge accrued from this experiment, reduce the risk in developing a space-based
materials processing facility. A concept drawing of a proposed TRMPX is shown in Figure 2. [Ref. 4]
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Figure 2. Telerobotic Materials Processing Experiment (TRMPX) Concept
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Processing Experiment

TRMPX will provide the capability to test the production processes that are dependent on micmgravity.
The processes proposed for testing include:

• the annealing of amorphous silicon to increase grain size for more efficient solar cells,
• thin t'dm deposition to demonstrate the potential of fabricating solar cells in orbit, and
• the annealing of radiation damaged solar cells.

Robot Handling Equipment

TRMPX robot-process testing will include:

• three axis robot manipulation,

• the gripper/grasping and robot manipulation of palette with sample materials, and
• robot control using autonomy as well as teleoperation from the ground.

Mission Characteristics

The proposed materials processing mission for the initial TRMPX is the post fabrication recrystallization
annealing of poly and amorphous Silicon (Si) to increase microcrystal grain size for the production of high
efficiency solar cells based on inexpensive materials.

Figure 3 shows the effects on grain size for metal crystals grown in a centrifuge. It is theorized from this
data that one can approach a single crystal configuration and therefore improve solar cell efficiency by
processing in a microgravity environment.
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The robot interaction would include:

• substrate exchange from holding carriages to annealing area and back again,

• in-flight analysis and robot control to adjust the annealing cycles during the course of the
experimenL

Robot tasks will further evolve as the experiment design is solidified.

The definition of TRMPX mission and robot design requirements will be completed during the second
quarter of FY 91. A prototype Flight TRMPX will be available during the third quarter of F'Y 92 with a
launch by the first quarter FY 93. These time lines assume continued funding support and STS
availability.

Centers for Commercial Development of Space - CCDS

The TRMPX program utilizes in-house engineering support as well as conwactors. Commercial Centers
for Development in Space (CCDS) was established to provide for commercial involvement in requirements
definition. The CCDS consists of universities and industry which conduct research and development of
technologies with applicability to space-based materials processing. Clarkson College and Batelle
Corporation are researching materials such as zeolite ampoules. They also plan to flight test GSFC silicon
samples on-board a KC-135 aircraft. Flying at a high altitude, a free falling KC-135 can duplicate a
weightless environment for short durations. Similar samples may be supplied to GSFC for the TRMPX
experiment. The University of Wisconsin Center for Space Automation and Robotics (WCSAR) has been
established to conceive, demonstrate and simulate space and terrestrialcommercialization technology. The
WCSAR has been involved in robot automation and sensor development and is considering joining the
TRMPX team.

TELEROBOTICS MATERIALS PROCESSING FACILITY (TRMPF)

Goals and Objectives

GSFC engineers have begun to define requirements and concepts for a free-flyer telerobotic materials
processing facility CIRMPF). The objective of the TRMPF program is to evolve TRMPX to a fully self
contained free flyer materials processing facility. TRMPF will utilize enhanced materials processing and
robotic capabilities used on TRMPX.

The TRMPF facility, shown in Figure 4, will be approximately 30" diameter and 76" long. Initially,
TRMPF would be an attached payload on the Shuttle evolving to a permanent facility on Space Station
Freedom or a free flying spacecraft. The geomea'y and size of TRMPF make it a good candidate for launch
on an expendable launch vehicle (ELV). The facility can be serviced by the Shuttle or an ELV with re-entry
capability. Both would supply new materials for processing and remove processed samples and retm'n to
earth as shown in Figure 5. Another concept being considered is to launch multiple facilities that would be
attached to each other by using an autonomous robot walker to form a TRMPF train as shown in Figure 6.
Facilities that have completed their missions will be detached and returned to earth.
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Figure 6. TRMPF Train

SUMMARY AND CONCLUSIONS

The Office of Commercial Programs (OCP) working in conjunction with NASA GSFC engineers is
supporting research efforts in robot technology and microelecmmics materials processing that will provide
many spinoffs for science and indusuT. The environment of space provides a number of potentially
significant advantages in regard to commercial microeleclmnic processes. To provide for an environment by
which these emerging technologies can be tested and demonslrated, GSPC has developed and implemented a
Development, Integration and Test Facility. The OCP is sponsoring universities and industry to participate
in this tremendous opportunity to contribute to the development of microeleclronic processing and robotic

applications in space.

TRMPX is being designed as an attached Shuttle payload to demonstrate an automated materials processing
capability under realistic flight conditions. TRMPF will evolve using the knowledge gained from TRMPX
to form a stand-alone self-supporting free-flyer materials processing facility in Sl_..e.
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INTRODUCTION

In recent years NASA has launched an extensive effort in robotics for space applications; the idea being to assist and
augment manned space flight and, perhaps equally important, to give a major boost to U.S. industrial
competitiveness by transferring the technology into the private sector. In this effort, research on mechanisms,
actuators and motors and their associated sensors and controls, has traditionally been sacrificed on the altar of a rush
for more and more "compute power", sophisticated graphical and animation packages and controls techniques. This,
of course, results in lopsided progress; twenty first century computers and controls coexisting side-by-side with
nineteenth century mechanisms, actuators and motors. But; robotics is a systems challenge and if one portion of the
system is limited, the system is limited. A balanced approach to R&D is a must if real systems progress is to be
made. The intent of this paper is to show what is being done at GSFC to bring about this balance and, as a by-
product, the benefits and opportunities open to U.S. industry.

Accordingly, an overview of applied research and development at the Goddard Space Flight Center (GSFC) on
mechanisms and the collision avoidance skin for robots is presented. First the work on robot end effectors is

outlined, followed by a brief discussion on robot-friendly payload latching mechanisms and compliant joints. "Fhis,
in turn, is followed by the collision avoidance/management skin and the GSFC research on magnetostrictive direct

drive motors. Finally, a new project, the artificial muscle, is introduced. Each of the devices is described sufficiently
to permit a basic understanding of its purpose, capabilities and operating fundamentals. In addition, the development
status of each is reported along with descriptions of breadboards and prototypes and their test results. In each case, the
implications for commercialisation is discussed. The chronology of the presentation will give a clear idea of both the
evolution of the R&D in recent years and its likely direction in the future.

I. END EFFECTORS

In this section, GSFC end effector R&D is discussed. The GSFC "Gripper-Nut Runner" (fig. 1) is described first,
followed by a new emerging concept based on "Spline Screws".

The "Gripper-Nut Runner" has been under development at GSFC for more than three years and has evolved to the

point shown in Fig.1. Since space is a "micro-g" environment, objects must be fastened to something (say, for
example, Space Station) to prevent their drifting away. The function of the "Gripper-Nut Runner", therefore, is to
grasp a dedicated interface attached to such an object using the gripper and to use the nut runner to loosen the fastener
which fixes it to Space Station. This permits the robot to grasp objects and unfasten them and to move and re-attach
them. This system has been proven in the GSFC robotics lab as well as several other NASA-affiliated activities

around the country. It is rugged and durable and has repeatedly withstood forces at the finger tips on the order of
200 lbf. Of its component subsystems, three have commercial possibilities.

a. The "Split-Rail" Parallel Gripper [1]. This device(the gripper portion of the system shown in Fig. 1),
was designed and patented by a NASA engineer, and has obvious commercial possibilities as a general purpose
industrial gripper. This is a high performance wide throw parallel action gripper that uses a unique "split-rail"
concept to make it simple, light, and compact (hence, inexpensive to manufacture). It is made primarily of anodized
aluminium with straight machining cuts (no grinding) and rolls on cylindrical bearings throughout its stroke and so
is strong, precise, responsive and will not jam under side loads.

b. Very Large Scale Integration (VLSI) gripper controller [2]. This state-of-the art gripper controller was
developed as part of a NASA Small Business Innovative Research contract (SBIR). It is a dual-axis system that
incorporates unique and innovative custom Application Specific Integrated Circuits (ASPICS) to permit unusual
performance in terms of f'dtering, precision and smoothness of motor control. It has a unique and compact power
supply system to permit its being mounted on the gripper. Interfaces, hardware and software are kept serial and
simple. This system is fully developed and functional. It has obvious commercial implications for any type of servo
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joint. For example, it can readily be adapted, in a modular fashion, to form the basis for an entire robot control

system.
c. Rolling Friction Fingers [3]. These simple and compact gripper fingers (Fig. 1) provide a vectored,

rolling friction guidance and locking system between the robot gripper and the dedicated interface. Invented and
designed in-house at GSFC, these fingers enable the gripper to acquire a dedicated interface of an object despite large
initial misalignments and to guide the gripper to a seat and lock with the object, providing low friction and smooth
operation throughout, despite the presence of large side forces. It permits the gripper to release the object under
strong side loads, a very important safety hedge against the object being caught and jammed in the jaws. Also,
because of its rolling action, it cannot scar or "burr" the object regardless of the forces. And, because of this rolling
action, force feedback sensing is cleaner and the size of the motors required to drive the gripper screw can be reduced.

Most of the GSFC grippers are equipped with this device. It has proven out in the laboratory over continued use; in
one instance, for example, permitting a weak gripper motor to release an object under side loads of 100 lbf. and

consistently making it easier for robots to acquire and grasp objects using both passive and/or active compliance.
This should have a wide range of commercial applications wherever guidance and latching and locking of objects is

required under conditions of large misalignments and opposing forces.

d. Wrist-Driven Auto Changer [4]. Invented and developed in-house at GSFC, this simple, compact and

strong device provides a safe and reliable means for space robots to exchange end effectors. It is actuated by a unique
simple camming action which occurs between mechanisms in a tool interface plate, a keying element in the tool
storage holster and another mechanism attached to the robot as the robot stores or removes the tool. The entire
system is passive with all action being initiated by the robot actuators and controls. Hence, many of the sensors of
the robot joints can be used (to include the encoders or re,solvers and the wrist 6 vector force feedback sensor) to aid
in monitoring the status of and controlling the Auto Changer. Also, many of the interfaces to robot control are
already inherently taken care of. The device is inherently safe and reliable because one of the prime sources of Auto
Change mishap, inadvertent release, is impossible. It has been tested extensively in the GSFC robot lab and has met
or exceed every expectation. It has even been operated in a teleoperator mode without force feedback-a very difficult
feat. This should have a limited; but significant niche' market in the commercial world.

GSFC is in the process of developing an entirely new approach to end effectors based on a simple straight-forward

concept called "Spline Screws" [5]. This concept was invented and developed in-house at GSFC and represents an
entire space fastening strategy of which end effectors is but one portion. We will develop the explanation of this
concept by a simple example (fig. 3). We assume that the robot wrist has a dual roll capability about a common
center. The inner roll terminates in a splined screw driver and the outer roll provides the means to rotate the object

being grasped. This constitutes our end effector. The object to be moved is pierced by a screw (typically 0.5 in. dia.)
which is splined so as to mate with the splined screw driver on the one side and the fixture to which the object will
be attached on the other. The place of attachment has a small rotating fixture which is splined to cooperate with the

piercing screw of the object on the side away from the gripper. We will begin by assuming the object is fastened to
an attachment point. The robot would position the end effector over the splines of the screw piercing the object. The
robot would guide and seat the inner roll splined screw driver and then guide and seat the outer roll torque tabs into
slots in the top of the object. The splined screw driver would be turned clockwise. The splines of the screw driver
would mesh and lock with those of the object screw, the object screw would turn with the rotating fixture. In the

process, the object screw would translate towards the attachment fixture. This would unlock it from the fixture and
lock the object to the end effector. The end effector would be free to leave with the object and maneuver it pending
attachment to another fixture. Once aligned with and seated on this new fixture, the end effector would be turned
counter clockwise and the object screwed off the end effector and onto the new fixture. The object would be either
attached to the end effector or the attachment fixture or both at all times.

The splines permit the end effector screw driver to capture the object screw yet are sufficiently course that

cross-threading between the two would be impossible. The same would be true of the interface between the object
screw and the attachment fixture. On the other hand, the object screw would be captive in the object so it could have

a very fine thread with a short lead and be lubricated to give great holding forces with modest amounts of torque
(approx. 600 lbf from 8 ft-lbf torque typical). The system would not backdrive so brakes would not be necessary on
the screw driver and an attached object could survive launch forces. It is also clear that foot prints on the object and

the attachment fixture would be very small (on the order of 1.25 in dia.) as would the end effectors. The system
would be basic, simple, strong and very reliable. It would also be extremely versatile.

To demonstrate the versatility of the "Spline Screw" technique the example of an Auto Change is given. In
this case we attach the screw to a common tool interface by means of slightly compliant wavy springs. But where
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the nut was the pierced object in Fig. 2, it is an electrical connector in the Auto Change which is partially trapped so
that it can move in translation only with respect to the common tool interface. Thus, as the screw is turned, the
electrical connector nut would wanslate upwards, inserting the pins into the end effector electrical connector and

releasing the Auto Change and its tool from its holster. At this point, the connector nut would be stopped by the
upper portion of the Auto Change. But; the screw would still be turning so it, in turn, would lranslate downwards

towards the tool, compressing the lower wavy spring washer in the process. In doing so, however, The Auto Change
and end effector would seat_and lock together. The process of storing tools would be the reverse. The screw would be
turned counterclockwise, the nut would translate down until the tool locked to the holster. In the process the tool
and electrical pins would separate from the end effector. Torques required would be modest (approx. 8 ft-lbf.) and the
system would seat and lock or store with authority and certainty. And, of course, the dimensions and weights would
be minimal.

II. ROBOT-FRIENDLY PAYLOAD LATCHING MECHANISMS.

It appears the most efficient robot-friendly payload latching mechanism to date would simply use the "Spline
Screw" approach in yet another configuration. The design is closely related to the Auto Change described above; with
a few minor additions.

III. COMPLIANT JOINTS.

Compliance is a critical component in the interaction between the robot and the object being grasped. Without it, a
robot cannot capture, seat and lock an object. This almost always involves using passive(typically springs) and
active(robot movement through sensor information)compliance in a cooperative manner. A GSFC engineer has
pioneered numerous inventions in the area of passive compliance using a novel "Compliant Cable" [6] approach.
With this approach cables can be wound and arranged in light weight, strong, and compact structures to provide
vectored compliance. That is, the spring constant can be tailored independently in each of the six vectorial directions.

The compliant cables, themselves, are composed of several strands wound around each other so they have a spring
effect(coupled with impressive tensile strength); but with sufficient friction between the sWands that the spring
oscillations are damped out. This simple concept has been used as the basis for many devices in government and in
industry of which only a portion would come under the heading of robotics. For example, these cables have proven
to be excellent shock absorbers and vibration isolators for use in space and are also used extensively in the GSFC
Robotics Lab. Commercial devices, based on this principle are already in extensive use. This is an imlxrtant niche'
market.

IV. COLLISION AVOIDANCE/MANAGEMENT SKIN.

Safety is a prime concern for robots operating in space; particularly when they are operating near humans and/or
space structure. Thus, NASA is developing a collision avoidance/management skin wrapped around the robot arms.

This skin will consist of an array of sensors each of which is called a "Capaciflector" [7](or capacitive reflector).
Invented and developed at GSFC, this technique enables a capacitive sensor to be mounted in the immediate vicinity
of the grounded robot arm and still "see" out to ranges an order of magnitude further than previously reported. For
example, we routinely demonstrate picking up a human hand or a four in. dia. aluminium cylinder at ranges in
excess of one foot using a 0.25 in. wide, four in. long strip of copper tape as a capacitive sensing element with an
operating frequency of 20 khz and a potential of 10 volts. The previous state-of-the-art range of such a sensor is
approximately one inch. Normally the electric field of a capacitive sensor couples both back into the ground plane
and out towards an approaching object. The less the stand-off from the ground plane, the more the coupling into that
ground plane and the less the coupling towards the approaching object. In the "Capaciflector" a shield is interjected
between the ground plane and the sensor. This shield is driven at the same frequency and is in phase with the sensor.
It is also at the same potential. However, it is electrically isolated from the tuning portion of the oscillator. Thus the
sensor couples with an approaching object and changes the frequency of the oscillator (detection by standard fm
techniques), whereas, the shield follows that oscillator frequency; but any coupling it may do to ground or the object
does not effect operating frequency. The result is that for the sensor to couple to ground, its electric field must go
around the shield to reach ground. Thus we have the effects of a very large stand-off. The sensors and shield,however,
may be part of a very thin flexible printed circuit board mounted directly on the ground plane. The commercial
prospects for such a sensor are, of course, very significant. It will, no doubt, one day be a standard feature of many of
the millions of industrial capacitive sensors at work throughout industry.
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V. MAGNETOSTRICTIVE DIRECT DRIVE MOTORS.

Current robot motors are very high speed; but have weak torque compensated by using a transmission with extensive

gearing. Since safety brakes are also required in these joints, these brakes must be located to act on the motor itself
or the drive shaft on the motor side of the transmission to give them sufficient holding leverage. All these additions,

compensations and restrictions lead to complications, lower reliability and controls problems. The magnetostrictive
motor project addresses these concerns by developing a device that has outstanding torque density and is self-braking
with the power off. This permits the power to be taken directly off the drive shaft, eliminating brakes and
transmissions. The magnetostrictive phenomenon using the material Terfenol-D shows promise because it generates

impressive forces (> 4 ksi) and has excellent frequency response (6 khz for 0.25 in. dia. rod). However, it also has
two significant drawbacks, it has a very short stroke (0.001 inJin.) and low magnetic permeability (5) [8]. These
present formidable engineering challenges.

Two engineering approaches are pursued (Fig. 3); type A using the classical "inch worm" approach and type B using
an original (more promising) approach based on a roller locking technique. A proof-of-principle type A device has
been successfully tested. It produced 9 ft-lbf stall torque (a record for an electric motor of this size), had a 800

microradian step size (outstanding for precision control), consumed 600 watts power and had a no-load speed of 0.5
rpm. Sound generated by the pounding of the clamping rods was surprisingly modest. The device was
10.25x4.50x4.25 in. and weighed 39 Ibs [9]. The weight is not significant, nor is the low speed since no effort was
made to control weight and limit the inertias of the moving parts at this stage of development. Also, small diameter
rods were used so even this breadboard is fundamentally underpowered. Never-the-less it is clear that with

development, this motor will become very competitive with torques on the order of I00 ft-lbf and no-load speeds
near 20 rpm. We are now poised to begin work on prototype B, bringing it to the same level as A. It should exceed
A in torque, speed and have outstanding efficiency.

From a commercialisation point of view, two more years of development will be required before these motors are

ready. Ultimately, however, we are expecting a niche' motor which will significantly extend the state-of-the-art in
applications requiring low speed, safe, high torque in a modest-sized package.

VI. ARTIFICIAL MUSCLE.

It is clear that mechanisms, and hence robotics systems, are limited because we do not have a linear motor/actuator
which can perform the functions of the basic muscle. Such a motor must both perform at the level of the human

muscle (strength, compactness, linear stroke, frequency response, and controllability) and be able to consume fuel
and produce power independent of an umbilical or large battery for expended periods of time. We are not seeking to
reproduce the human muscle; only its performance. This project is being initiated at a highly qualified university
under NASA/GSFC direction. It is realistic and results and products are, we feel, a near certainty. However, they are

approximately three years away. The eventual commercial implications of this work will, of course, be very

significant.

SUMMARY AND CONCLUSIONS

Highlights of the NASA/GSFC program in advanced mechanisms and sensors have been presented. From this
overview four things should be clear. 1. There is a tremendous amount of work to be done, from basic screws to
futuristic muscles. There are crippling inadequacies in our present capabilities every where. 2. The existence of these

inadequacies is distorting and hindering the progress of robotics in general. 3. NASA/GSFC is doing everything
humanly possible to plug some of the more glaring holes as quickly as possible. 4. There are important
commercialisation opportunities to be realized throughout.
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Fig. 1 THE GSFC "GRIPPER NUT RUNNER"
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ABSTRACT

The Flight Telerobotic Servicer (FrS) Project at the Goddard Space Flight Center is developing an advanced

telerobotic system to assist in and reduce crew extravehicular activity (EVA) for Space Station Freedom (SSF)

[I]. The vrs will provide a telerobotic capability in the early phases of the SSF Program and will be

employed for assembly, maintenance, and inspection applications. In mid-1989, the FI'S Project entered the

flight system design and implementation phase (Phase C/D) of development with the signing of the Frs prime

contract with Martin Marietta Astronautics Group in Denver, Colorado. The basic FTS design is now
established and can be reported on in some detail.

The current state of space technology and the general nature of the FTS tasks dictate that the FTS be

designed with sophisticated teleoperational capabilities for its initial primary operating mode. However,

technologies, such as advanced computer vision and autonomous planning techniques, would greatly enhance

the FTS capabilities to perform autonomously in less structured work environments. Another objective of the

FTS program is to accelerate technology transfer from research to U.S. industry.

SYSTEM DESCRIPTION

The FTS flight system consists of the telerobot, two workstations -- one for the shuttle orbiter and one for

Space Station Freedom -- and a facility for on-orbit storage, called the Storage Accommodation Equipment
(S_).

The Telerobot

The telerobot [figure 1] has two 7 degree-of-freedom (DOF) manipulators and an attachment, stabilization,

and positioning subsystem (ASPS) or "leg" mounted on a compact body. The body contains internal electronic

boxes that provide the power, data management, and data processing functions. The boxes are designed as

orbital replaceable units (ORUs) that can be replaced by an astronaut on extravehicular activity (EVA) or

another telerobot. Also mounted on the body are a camera positioning assembly with two head cameras and
holsters for storing tools and end effectors. On each manipulator wrist actuator is mounted a camera for

close-up viewing. At the end of the wrist roll actuator is a force-torque sensor for measuring forces and

torques produced at the tool plate. Attached to the force-torque sensor is the end effector ehangeout
mechanism, which will accommodate a variety of tools and end effectors.

Workstations

The shuttle and space station workstations will provide the operator with similar interfaces, including color

video displays, text and graphics overlay capability, and two six-DOF force reflecting handeontrollers for

teleoperation of the FTS manipulators. During operation, a sequence of events is displayed which the

operator will use as a checklist. As commands are issued, displays provide status information and command

menus. Anomalous events result in automatic caution and warning displays to the operator, along with fault

diagnostics and recommended corrective action.
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Storage Accommodation Equipment

The FTS will be stored on orbit at the SAE which will be attached to the space station truss on the nadir

facing side. Also stored in the SAE will be the telerobot's ORUs and tools. The SAE has power, data, and
video interfaces with the SSF, and an EVA station to support EVA maintenance of the FTS.

The weight of the telerobot and workstation will be approximately 1500 pounds. The average on-orbit power
is planned to be less than 1000 watts with a peak power of approximately 2000 watts. The system is designed
for an indefinite on-orbit life through periodic maintenance.

Operating Modes

The FTS can operate while attached to a worksite or while attached to a transport device [figure 2]. The way
the FTS is attached to a worksite is with its ASPS. If it is at an "improved" worksite, the telerobot connects to

the power, data and video systems through a worksite attachment fixture (WAF) which also gives the telerobot
mechanical support. If it is at an "unimproved" worksite, the telerobot will receive its power, data and video
utilities through an umbilical that will be connected to a nearby utility port. In this case the worksite only
provides mechanical support. In the transporter-attached mode, the telerobot is attached to a shuttle or space
station remote manipulator system (RMS) via a grapple fixture mounted on the back of the FTS body.

Test Flights

Two test flights -- a Development Test Flight (DTF-1) and a Demonstration Test Flight (DTF-2) -- precede
the deployment of the initial operational FTS system at first element launch (FEL) in 1995. DTF-1, scheduled
for launch in 1992, will validate the performance of the FTS manipulator design in a zero-gravity environment

[figure 3]. Data obtained will also be used to evaluate human-machine interfaces, assess servicing interfaces
with work elements, and establish the correlation between simulation and analysis results and flight

performance data. DTF-2, scheduled for launch in 1994, will validate the full servicing capabilities of the FTS.
Following DTF-2, the DTF-2 flight hardware will be refurbished, updated as required, and installed at the
Goddard Space Flight Center as an engineering test system to support operation and evolution of the FTS.

CURRENT _ TECHNOLOGY

Engineering and integrating the different telerobotic technologies into an operational system that combines
teleoperation and autonomy and that meets stringent performance requirements is the challenge of the FTS
project. The following paragraphs summarize the major elements of these technologies.

Manipulator Technology

The FTS manipulator [figure 4] comprises harmonic drive actuators with brushless d.c. torque motors
commutated by Hall effect sensors. The transmissions have 100:1 speed reduction and incorporate fall-safe
brakes for safety purposes. Table 1 shows manipulator performance specifications. A force-torque sensor
attached to the manipulator tool plate measures the forces and torques exerted at the worksite and provides
feedback to force reflecting handcontrollers at the workstation. It also allows the telerobot to control the

forces and torques generated by the manipulators using a position-based, impedance control algorithm. This
compliance control also allows the manipulators to automatically compensate for mi._ali_nments. The operator
may select position or resolved-rate control, or in special situations, single-joint control. Coordinated
dual-arm control will be useful in handling large components on Space Station Freedom.

Three microprocessors are imbedded in the manipulator links to control the seven joints and the end effector.

Flat conductor cables carry hundreds of electrical signals through the actuators and back to the central

processor in the telerobot body where the bus controller routes the commands and signals between the
workstation and the telerobot. Several types of signals, including a 1553 data bus and the video channel from

the wrist camera mounted to the wrist roll actuator, are passed through the actuators.
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Control System Technology

The NASA/NBS Standard Reference Model (NASREM) control system architecture, which has been selected

for FTS, allows teleoperation and autonomous operations. Its architecture is a three-legged hierarchy of

computing modules (figure 5). The first leg plans and executes the decomposition of high level goals into low

level actions. The second leg remembers, estimates, predicts, and evaluates the state of the world surrounding

the telerobot. The third leg recognizes patterns, detects events, and filters and integrates sensory information.

The sensory system compares the world model predictions with observations. Each level in the hierarchy has
a specific function, and receives commands from the next higher level. The first four levels of NASREM will

be implemented in the FI'S system. Level 4 decomposes tasks into sequences of movements. Level 3, the

elementary move level, plans all aspects of the manipulation. The primitive level, or Level 2, generates the

time sequence of desired state vectors to produce dynamic trajectories. The servo level, or Level 1, contains
the servo control loops for the actuators.

The FI'S flight software, coded in Ada, interprets the operator inputs and controls the telerobot's motion,

monitors health and status, and ensures the safety of the FluS. The primary control loop operates at 50 Hz,

which means that all the control computations and the data transfer from the handcontrollers to the

manipulators back to the handcontrollers must be accomplished in 20 milliseconds, including data transmission
delays.

FTS GROWTH TECHNOLOGY

In the unstructured working environment of the F/S, current technology dictates the FTS operational mode be

primarily teleoperation. However, technologies, such as artificial intelligence planning and advanced computer

vision, are evolving from the research phase and could significantly enhance FTS capabilities to perform tasks

autonomously in space. Therefore, the capability to evolve is designed into the FTS. In the meantime, it must

use the operator for those tasks for which the human is better suited, such as vision processing and
manipulator path planning [2].

The FTS project relies on a number of sources for the development of the growth technologies which will be
needed for the F'I'S evolution. The primary sources of these advanced technologies are NASA's Office of

Space Station (OSS) Advanced Development Program and the Telerobotic Development and Demonstration

Program of the Office of Aeronautics and Space Technology (OAST). The FTS project works directly with

these organizations to establish technology requirements. The most promising technologies will then be

considered for incorporation into the FTS system as part of its planned evolution process.

Preliminary Requirements

One example of the evolutionary planning that is being conducted by the FTS project is a recent study [3] that

assessed the impact of future (1999) requirements on the FTS data management and processing system
(DMPS). A set of preliminary requirements were generated based on an estimate Of available state-of-the-art

technology without regard to current flight qualification status and without power, weight, redundancy, and
safety considerations. These preliminary requirements will be refined into a coherent, viable set that will be

used to focus the technology development process. The following paragraphs summarize these preliminary

requirements.

Control. The telerobot will be able to operate at NASREM level 4. Head cameras will automatically track

specified objects. End effectors will incorporate "smart" 6-DOF micromanipulators. Other growth

requirements include coordinated automation and teleoperation, control with time delay (e.g., ground control),

increased speed, and control by implementing different manipulative algorithms. Improved collision avoidance

techniques using geometric models and proximity sensor data will also be incorporated.

Vision. Requirements for presenting stereo vision to the operator and for color in autonomous processing are
being studied. Autonomous image processing to identify and track objects at the worksite will be
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incorporated,whichwill resolveambiguitieswithinformationfromaCADworldmodel.

Sensors.Sensorupgradescouldincludelaserrangeimaging,proximitysensorsandspecialpurposesensors.

Operator Interface. The operator's interaction with FTS will be enhanced with stereo vision; video image
overlays, including a shaded graphics figure of the robot superimposed on a CAD view of the worksite;

displays of sensor data; monitoring of the activity stream at all NASREM levels; speech recognition; and

simulation of command sequences.

Safe_. System monitoring will be increased to be consistent with the increased autonomy. In addition, a

separate "watchdog" system will monitor the main system and output warnings or initiate system shutdown.

Monitoring for imminent object collision will be included.

System Impact

A study [4] assessed the impacts of meeting these requirements:

200 Hz Around the Loop Control Rate. This rate will improve servo control, control loop stability, and force

reflection "crispness."

Increased Autonomy. This feature will increase system efficiency and minimize operator load. It will affect

processing throughput, worksite modelling, and sensor systems.

Image Data Processing. Processing of image data in real-time requires special purpose hardware and
associated software.

Simulation. Requirements for generation of graphic images containing a million polygons at a 6 Hz update

rate require extremely fast computers and/or special purpose graphic engines.

CAD Data Interface. This interface with Space Station Freedom will provide the worksite geometric

information to support the FTS world model.

CURRENT RESEARCH PROGRAMS

Much of the technology planned for use on the space station FTS and on the test flights is relatively new and

untested. To provide the answers needed to design safe, reliable, and fully functional robotics for flight,

Goddard Space Flight Center is developing a unique space robotics facility. This highly sophisticated facility

will be used by the Goddard robotics team to create, test, and evaluate new robotic technologies required to

support Space Station Freedom, and to perform complex maintenance and construction operations for the

challenging missions being planned by NASA in the 21st Century.

With help from universities, industry, and other NASA centers, Goddard is presently integrating techniques

for task planning, robot motion control, operator interface, sensor integration, advanced end effectors, and

safety.

During the past several years, a number of tests and demonstrations were successfully conducted. Some

highlights include the autonomous removal of an ORU, assembly of an attached payload structure, vision
controlled docking that permits the robot to find an object and dock to it for removal, and voice control of

cameras that can free an operator's hands for control of the robot.

Work that is presently underway include detailed task performance with mockups of space station hardware,

implementation of higher levels of the NASREM architecture,.research into advanced collision avoidance

schemes, improvements in operator interfaces, control algorithm dovelopment, and prototype work with

advanced mechanisms for end effectors, tools and worksite attachment mechanisms.
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FTS TECHNOLOGY TRANSFER

As dictated by Congress, a key objective of the FTS project is to enhance the United State's expertise in

automation and robotics and, thereby, contribute to this nation's economic competitive advantage. To

capitalize on the emerging FTS technologies that are relevant to ground and space applications, Martin

Marietta Space Systems Company and the Goddard Space Flight Center have established a Commercial

Applications program to disseminate these technologies to industry. This program involves outreach to

companies and organization with a potential interest in FTS technologies, including industries, small business,

entrepreneurs, the Centers for the Commercial Development of Space, NASA's Industrial Applications

Centers, various U.S. government organization, universities, and NASA-sponsored centers. Also, information

is being collected in databases which are available to the user community.

Since first-hand interactions between the users and developers of technology are crucial to smooth and timely

transfers, a high level of interactive support is being provided to complete the technology transfer process.

These processes are being tailored to fit the requirements of the-recipient.

An industrial briefing of the FTS technologies is planned in early December 1990. Interested parties that

could benefit from these technologies or any aspect of the commercial applications activity should plan to
attend.

CONCLUSION

The FTS provides a versatile capability for long-term space station maintenance. The basic FTS design is now

established and plans for the first development test flight in 1992 are well underway. Although the initial

design primarily involves the integration of existing technologies, plans for evolution and growth will

incorporate the products of on-going research -- bridging the gap between the NASA's research arm and its

flight programs. Through the commercial applications program the mechanisms are being established now to

transfer the FTS technology products directly into U.S. industry.
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• Tip Force At Tool Plate: 20 Ib Minimum In Any Direction Or Conliguration

• Tip TorqueAt Tool Plate: 20 tt-lbs Minimum

• IncrementalMotionAt Tool Plate: <0.001 in, < 0.0tdeg

• RepeatabilityAt Tool Plate (Conslant Thermal Environment): <0.005 in, <0.05 (leg

• TranslationRate At Tool Plate, Fully Extended: 24 in/sec Minimum No Load
6 iNsec Minimum Wilh 2.8 Slug Load

• AccuracyAt Tool Plate. Relative To Manipulator/BodyInterlace: <1.0 in, <3.0 deg

• ActuatorPosition Sensor Resolution: Shoulder Joints:22 bits
Elbow Joints: 21 bits
WristJoints: 20 hilts

• AllCable Is InternallyRouted

• Manually Releasable Fail-Sale Brakes And BackdrivableActuatorsAllow Manual Stowage

• I-lardwireControlAllows BackupOperation Ol ActuatorsUsingSecondary MotorWindings

TABLE 1. KEY MANIPULATOR CAPABILITIES

Sensory World Task
Processing Modeling Decomposilion

Service Mission

FIGURE 5. NASREM ARCHITECTURE SCHEMATIC
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ABSTRACT

A technology utilization project was established with the Marshall Space Flight Center and
the University of Georgia (UGA) to develop an earth based, robotic end effector to process
live plant (geranium) material which will (A) improve productivity and efficiency in
agricultural systems, such as, commercial nursery and green house systems; and (13) apply
this technology to NASA's presence in space, including permanently manned space stations
and, manned planetary communities requiring large scale food production needs (e.g.
vegetable, fruits).

INTRODUCTION

A force-sensing robotic gripper system has been developed at the Productivity Enhancement
Complex at the Marshall Space Flight Center. The reason for the robotic end effector
development was to alleviate the labor intensive phases of plant production in commercial
greenhouse operations.

Due to an increasing competitive world marketplace, automation is beginning to play a key

role in the U.S. agriculture industry. The highly advanced growers of Western Europe and
the low-cost growers of South and Central America have taken a large portion of the U.S.
market in the last several years. For example, the number of cut flower growers in the
U.S. has decreased approximately 75% since the mid-1970"s in response to imports. In
order for the U.S. greenhouse industry to maintain an economically sound industry, new
production techniques must be adopted.

Robotics has great potential to meet the need for enhancing the productivity and quality of
the U.S. greenhouse industry. Therefore, a robotic workcell has been developed at the
University of Georgia Experiment Station, which is also where the MSFC gripper system is
being tested and evaluated. The system is being evaluated on its ability to process
geranium cuttings. The tedious labor required to process geranium cuttings and the high
volume demand for the plant justified an attempt to automate this sector of the greenhouse
industry.

The development of this robotic end effector technology was a joint effort between
NASA/MSFC and the University of Georgia. The End effector was designed and
developed at the MSFC/Productivity Enhancement Complex along with the microprocessor
and software to perform the following functions:

.

.

3.
4.
5.
6.
7.
8.

Determine the cutting (geranium) orientation in perpendicular to the surface
(Z-axis)
Picking up the cutting using a predetermined pressure
Measuring the diameter of the stem
Measuring the mass of the cutting
Trimming unwanted leaves from the plant
Trimming the plant to length
Pass cutting thru bend measurement sensor and orient the plant for potting
Inserting the plant in a potting trays
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The system has been integrated with the UGA agricultural robotics research cell to process
geranium cutting for transplanting. The UGA robotic workcell is composed of a 32 bit
minicomputer with vision acquisition, an ASEA industrial robot, a parts conveyer and
custom fabricated tools. The tasks of the robotic workcell are:

.

2.
3.
4.

.

To detect cutting in robotic workspace and momentarily stop conveyer.
Perform automatic visual analysis.
Wait for robot to complete processing previous cutting.
Transmit data on cut and grasp locations, stripping requirements, and
grade.
Automatically signal robot to begin processing, and restart conveyer.

OPERATION

The gripper system is composed of three subsystems: a closed loop force controlled DC
servo actuated two finsered gripper, an industrial PC AT communications node and
integral fiber optic analog output sensors used for part feature recognition.

During operation of the ceil, geranium cuttings are placed on the conveyor manually. The
conveyor indexes each cutting into the field of view of a CCD camera. The camera
PThhotographsthe part and transmits the vision data to a 32 bit cell computer (Heurikon).

e Heurikon calculates the position of the cutting in the XY plane defined by the surface
of the conveyor belt. This data is formatted into ASEA robot commands and transmitted
to the robot. The robot then moves to a location above the cutting. The arm searches
along the negative Z-axis until the axial center line of the part is sensed using the fiber
optic distance gauges. The analog output of the fiber optic sensors is sampled by the A/D
card residing in the gripper node control. Upon recognition of the part, the gripper is
closed using force feedback from a load cell internal to the gripper. Once the programmed
force setpoint is obtained by the gripper, the resulting finger opening is stored by the
gripper node control. This system caliper data is available to the Heurikon when needed.

The part is grasped by the gripper and carried by the arm to a trimming station. The
trimming station removes the two petioles at the base of the stem and trims the base of the
stem; the part is then placed in a fixture on an electronic balance. The balance is polled
for the mass of the part by the gripper node control. This mass data is also available to
the Heurikon when needed. The gripper is closed under force control a second time. The
part is grasped by the gripper and carried by the robot arm to a stem alignment
measurement station. Data from this station is used by Heurikon to command the robot to
correctively place the stem into a potting tray. Upon completion of the cycle, the gripper
is homed. The next cutting is positioned under the camera by the conveyor and the
process is repeated.

GRIPPER/CONTROLLER DESIGN

HARDWARE

The force-sensing robotic gripper system contains four basic modules, namely the gripper,
the Telerobotics controller enclosure, the Delta Tau SMCC-PC motion controller card, and
two Banner photoelectric sensors (attached diagram).

The gripper consists of a precision servo motor driven, two finger, linkage parallel unit.
The gripper uses an encoder for position indication and a miniature precision load cell for
sensing the closure force between the two fingers. The gripper has a force range of 0 to 30
lbs with a force resolution of +/- 0.5 lb. The maximum closure rate is approximately 6
inches/second. The finger opening width is 4 inches. The gripper weighs approximately
6.5 lbs.
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The gripper controller contains a driver-amplifier, a motor power supply, a low voltage

power supply, and a signal conditioning board. The sis_al conditioning board prepares the
load cell s signals for the motion control card contained in the PC. The motion control
card is a full two axis digital PC card capable of receiving a variety of position, velocity,
and analog signals. These signals are digitally processed by the system's software. The
controller generates motor commands which in turn are executed and amplified by the
driver-amplifier.

Due to the nature of the geranium curing, the leaves of the plant forces the stem to be
positioned slightly above the conveyor. Therefore, photoelectric sensors are used to assure
that the robotic fingers will close directly onto the stem. The photoelectric sensors used are
analog infrared scanners that provide a variable DC voltage output that is proportional to
the strength of the received signal. The reason that the sensors are analog is that the
gripper has to have the ability to distinguish between the stem and a branch of the
geranium. If the sensor was digital and a branch interrupted the infrared beam, then the
robot would stop prematurely. The sensors located on the finger tips of the gripper must
be able to position themselves between the branches and stem of the plant. Therefore, the
cables for these sensors have right angle deflectors.

SOFTWARE

The end effector controller system is a comprehensive group of IBM AT compatible based
program modules developed and written in "C" language programming environment and a
series of programs written in a language specific to the Delta Tau Motor Controller Card.
The "C" program modules are combined in a task designed to initialize the hardware
interfaces, provide a comprehensive variety of displays for operator interaction, and process
a series of interactive commands received from a host processor or a robot controller to
manipulate an end effector. The motor controller programs are kept in files on disk and
are loaded into the motor controller card to perform the gripper functions.

Upon entry into the system, the interfaces, serial port (COM1) for communications with the
host processor and serial port (COM2) for communications with the scale, are initialized,
the optics interface, an A/D converter (DAS-16), the end effector interface, a motor
controller (SMCC), and the robot interface, a parallel discrete I/O (PIO-24), are also
initialized. The screen then displays the status window indicating the initial main menu
node. From this point on, the system is very user friendly and in each of the selections
provides the operator with a series of submode menus to guide the operator through the
process in an orderly fashion and with descriptive information and data displays for
operator viewing. The remote operations selection from the main menu is the function that
performs as an end effector controller and processes the commands received from the robot
controller or the host processor. The commands to manipulate the end effector are
performed by downloading a program into the motor controller card and running the
program on the card. Command completion and information requests are returned to the
initiator as required. The remaining selections from the main menu deal with test modes
for the individual peripheral interfaces and the changing of parameters utilized by the end
effector during remote operation.
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CONCLUSION

The design, fabrication, development, testing and evaluation of the force-sensing robotic
gripper system was performed by NASA and Martin Marietta personnel at the Marshall
Space Flight Center. The implementation of the gripper system into the University of
Georgia's robotic workcell was successful. Test results indicate that the force-sensing
sgnu'Pper does not crush or bruise the plant. The results also show that the percent of

cessful robot cycles is approximately 90 percent. However, the photoelectric sensors
slow the robot's cycle time by 1 to 2 seconds which gives the workcell a cycle time of 6 to
7 seconds.

The development of the robotic workcell is still in process at the University of Georgia..

The MSFC is supporting any enhancements or modifications to the gripper system anti the
robotic workcell. Modifications to the workcell s vision system and feeder system is
currently in process. As soon as the workcell has been optimized in the laboratory, it will
then be installed in the greenhouse for further testing. If the results from these tests are
successful, then this technology may be applied to greenhouses across the U.S. or even in a
greenhouse in a prolonged space habitat.
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ABSTRACT

Advancements in man-machine interfaces and control technologies used in space telerobotics and

teleoperators have potential application wherever human operators need to manipulate multi-dimeusional

spatial relationships. Bilateral six degree-of-freedom (6-DOF) position and force cues exchanged between the
user and a complex system can broaden and improve the effectiveness and intuitiveness of several diverse
man-machine interfaces.

A LOOK AT JPL MAN/TELEROBOT INTERFACES

JPL has developed several man-machine interfaces that capitalize on the primary human communication

channels, visual, tactile, and auditory, to transfer information to and from a telerobot.

Much of the information fed back to the operator is visual. An operator's control station, like those

shown in Figures 1 and 2, typically provides multiple TV views of the remote worksite and may include a

stereoscopic view as well for better depth perception.

A computer generated graphics display provides the operator with force/torque vectors representing the

contact interactions between the telerobot manipulator and it's environment. There are also various other

menu driven graphical interfaces that allow the system programmer, or even the operator, to easily adjust a

broad spectrum of system parameters, such as gains, pot and encoder biases, etc., to accommodate personal

preferences or system stability requirements. There may also be advanced multi-window graphical displays for
implementing and pre-checking high level Al/Task Planning activities [1,2,3].

There may be situations where there are excessive time delays between the commanded input to telerobot

and it's actual occurrence. For example when the operator and the remote manipulator is separated by

exceptionally long distances or when there are excessive computational complexities. In these circumstances

the operator control station may be equipped with high speed predictive displays where graphical overlays of
"phantom robots" are superimposed over the actual video images returned form the remote worksite. These

phantom graphic images are updated in real time and show the impeding motions ahead of time and can help

reduce confusion [41.

There are also voice recognition systems, standard computer terminals, key boards, mice and joysticks, and

numerous lights, buttons, switches, alarms, buzzers, and beeps to keep track of.

In the midst of all this, the operator is furnished with a unique and highly intuitive tool that provides him

immediate and direct control of the remote telerobot manipulator. This device is known as a force-reflecting

hand controller and will be the primary focus of this paper along with several of it's potential spin-off
applications.

JPL HAND CONTROLLERS

By simply grasping the handgrip of the hand controller and moving it in the desired direction, the

operator has direct control of the remote manipulator's position, and/or speed and direction. If the arm
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comesin contactwithsomeobjectattheremoteworksitetheresultingforcesandtorquesaretransmitted
backthroughcontrolsystemandthehandcontrollermechanismto thehumanoperator'shandthereby
allowinghimto sensetheremotelyappliedforces.Thecomplextransformationsandservocontrolloops
requiredto performsuchanoperationareallperformedcompletelytransparentto thehumanoperator.He
can perform the remote task almost as if he were performing it in person. Many experiments have shown that

when a human operator is provided with force feedback information the task completion times and extraneous

contact forces are greatly reduced [5].

Beginning in the late 1970's, JPL developed a series of FRHC's which have been installed in several

research projects over the years including JPL's Telerobot Testbed Facility and at the Advanced Teleoperator

Research Lab (shown in Figures 1 and 2 respectively). These early JPL hand controllers, dubbed the Models
A, B, and C, have collectively undergone many hundreds of hours of testing and operation and have been the

means of greatly expanding the scientific and engineering knowledge about man-machine interfaces as they

apply to bilateral teleoperation of robotic manipulators. Extensive and sophisticated control methodologies

have been developed based on these hand controllers [6,7,8].

In 1988 initial funding was provided to develop a more robust flight-qualifiable force-reflecting hand

controller (FRHC). In addition to meeting the rigorous demands of space flight it was also to have a smaller

stowage volume and much higher mechanical bandwidth than its predecessors. After several months of

intense design and development a pre-flight prototype FRHC, called the Model X, was produced (see Figures

3 and 4). The basic design, physical description, capabilities and the results of early testing are fully described

in [9].

BASIC FEATURES OF THE MODEL X FLIGHT HAND CONTROLLER

The Model X FRHC has many outstanding features which combine to make it a substantial step forward

in hand control design. Several of the features are unique to the Model X and promise to improve the

performance bandwidth of the human operator in the control of remote applications.

At first glance some features may not be immediately obvious or impressive to someone unfamiliar with

the subtleties of hand controller design. Where possible, the importance of these, less obvious, features have

been highlighted. Some of the features were measured experimentally while others values were derived

analytically or approximated.

1) Highly Intuitive Operation.
The remote tasks are performed as if in the operator's own body-reference frame.

Teleoperation complexities are largely transparent to the operator. The design inherits

sophisticated control modes from predecessors.

2) Generalized Applicability.
The Model X can be use to command diverse remote manipulator's that are kinematically

dissimilar to itself.

3) Excellent 6-DOF Position and Orientation Resolution.

With the Model X fully out stretched, in it's worst-case position, it can detect and respond to

positional inputs at the handgrip as small as 0.002 of an inch.

4) Excellent Dynamic Force Range.
In its present implementation, the prototype Model X can output feedback forces to the

human operator ranging from = 3 to 67 oz. (0.2 to 4.2 lbs) when fully extended in 1-g

(worst-case). When less than fully extended it can output forces as high as 12 lbs. Also, the

force output levels in the zero-g of space would be substantially higher.
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5)

6)

7)

8)

9)

10)

11)

12)

14)

15)

16)

17)

High Mechanical Stiffness and Fast Mechanical Response.

The Model X is a much stiffer mechanism than other current hand controller designs with an
approfimate natural frequency of around = 25 hz. With this higher mechanical bandwidth

the Model X can reproduce higher fidelity force feedback cues to the human operator,

making the feedback more crisp and distinguishable.

Flight-Qualifiable.

The Model X has a rugged structural design which is necessary for the rigorous demands of

space flight.

Low Mass.

The prototype Model X mechanism has a mass of only 27.6 lbs. And further weight

reduction is possible.

Small Stowage Volume.

When not in use the Model X can fold up and stow in a relatively compact ease measuring
9.6 x 17 x 20 inches (1.9 ft a)

Large Workspace.

At over 4 fia the Model X has a much larger work envelope than previous FRHC designs.

Reduced indexing required.

Range of Motion Optimized to Human.

The Model X's work envelope overlaps much of the natural reach of the person operating the
hand controller. The mechanical layout is such that it shadows the movements of the human

operator and does not interfere with the viewing and operation of other control station
equipment.

Low Friction.

It has relatively low friction levels ranging from 3.0 oz. to 6.0 oz. within target areas of the

work envelope.

No Backlash.

The Model X design uses a unique cable/pulley transmission system that eliminates all

backlash. No gears ar.e used.

Low Inertias.

The Model X has a unique design that permits all six motors, constituting the greatest

portion of the mechanism's mass, to be mounted at or near the hand controller's base thus

greatly reducing the effects of inertia that may otherwise be detrimental to the Hand
Controller's useful operation.

Highly Backdrivable.

No External Counter Balancing Required.

Fully Decouple Joint Motion.

Each of the six joints on the Model X rotates independently from all others eliminating

additional computations otherwise required. It also reduces the complexity of dynamic and

friction compensation techniques.

Simple and Computationally Fast Kinematic Solutions.

The individual link coordinate reference frames either intersect at right angles or are parallel
to one another. This makes many of the terms in the coordinate transformations reduce to
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either 1 or 0 and thereby greatly simplify their computations. It also has no link offsets or

link twist angles to factor in.

The foregoing list of features provides many indications that the Model X hand controller will be a viable

and effective user interface to spatially dynamic multi-degree-of-freedom systems.

SiX POTENTIAL SPIN-OFF APPLICATIONS FOR THE MODEL X HAND CONTROLLER

The Model X hand controller is a highly intuitive, highly versatile human interface to dynamic

multi-degree-of-freedom machines. As a high resolution 6-DOF position input device with exceptional force

feedback capabilities it may prove to be a useful human interface in applications other than the control of

teleoperated robotic arms. The Model X has been optimized to fit the human operator's range of motion. As

such, it has the potential of being the fundamental interface that a human operator needs in order to

manipulate multi-dimensional spatial relationships where force cues can help associate a coordinated response.

SINGLE-HAND FLIGHT CONTROLLER FOR HELICOPTERS

Helicopters are undoubtedly one of the most difficult and challenging vehicles to pilot, especially

during the high agility maneuvers required in modem combat. Many research efforts have been
undertaken to reduce and optimize the workload demanded of military helicopter pilots [10, 11, 12].

One possible spin-off application of the Model X force-reflecting hand controller technology, may be in

the field of helicopter pilot flight control interfaces. Advances in digital flight control techniques and

fly-by-computer technologies are opening the door for sophisticated new pilot/vehicle interfaces that can

potentially significantly simplify flight path management and thereby allow the pilot to concentrate more on
the overall mission management objectives.

As a flight control interface, the Model X hand controller would allow the pilot to command even the

most complex helicopter flight path using only one hand, whereas the four conventional pilot inputs generally

in use today require the use of both hands and both feet (see artists concept Figure 5).

The Advantages include: a) Significant Reduction in workload through highly intuitive single-hand flight
control; b) decreased cockpit congestion; c) reduced training time; d) improved maneuverability and handling

qualities; e) highly adjustable performance attributes; f) easy system upgrades and modifications; g)
accommodates individual pilot preferences and modular mounting configurations; h) seamless auto/manual
mode transitions; i) decreased vulnerability and complete redundancy possible; j) lighter weight; and, k) less

expensive than conventional controls.

REMOTELY CONTROLLED UNDERWATER ROBOTS

Without a doubt, the wave of the future in ocean engineering and science are remotely controlled

unmanned vehicles. As a highly intuitive and compact man/machine interface, the Model X hand controller

has multiple potential applications within the field of remotely operated vehicles (ROV's).

In Recent years we have seen the emergence and evolution of several new underwater research vehicles
like Woods Hole's "Jason", Eastport's "Gemini 11", Hydrovision's "Hyball", and NOSC's "Advanced Tethered

Vehicle". Some of the more advanced remotely operated vehicles (ROV's) can be maneuvered in 6 DOF (i.e.,

forward/back, up/down, side-to-side, roll, pitch, and yaw) and include sophisticated navigation modes such as

auto-heading, auto-depth, and position hold.

The ROV's often carry an array of sensors and tooling such as: still and video cameras, fights, scanning

sonar, rate gyro's, temperature sensors, salinity sensors, etc. In addition, some unmanned submersibles may

also employ one or more robotic manipulators and grippers (see Figure 6).
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There are three areas in which the Model X force-reflecting hand controller might conceivably be used to

enhance the man/machine interfaces of advanced underwater exploration robots. These areas are: (1) remote
piloting of the unmanned, underwater robotic vehicle; (2) remote control of the robotic manipulators mounted

on the vehicle; and, (3) remote control of camera pan, tilt, zoom, and focus. All integrated into a single hand
controller.

NUCLEAR INDUSTRY REMOTE MATERIAI_ HANDLING

Since the 1940's the nuclear industry has developed and used a wide variety of hand controllers. Many of
the recent advancements in teleoperation and telerobotics can be directly attributed to research efforts in this

field. The nuclear industry, both private and military, employs most of the hand controllers in used today

which are typically mechanically coupled master/slave type devices.

The nuclear industry has many applications where teleoperation is essential both from a safety and an

economics standpoint. Clean-up or even routine assembly and maintenance operations are composed of tasks

that are far too complex to be performed by unsupervised autonomous robots and too dangerous to be done

by human workers. Because of these issues the industry has turned to a legion of remotely operated devices.

A single, generalized hand controller, like the Model X, could be used to control an unlimited variety of

remote manipulation devices that differ substantially in both structure and kinematics. Devices like overhead

cranes, spanning hundreds of meters, used to move equipment or pallets of radioactive material; or small

dexterous robot manipulators used inside hot cells to assemble fuel canisters. The operator control stations
for these various tasks could all utilize a common type of man- machine interface.

FLIGHT CONTROL OF REMOTELY PILOTED VEHICLES (RPV's)

RPV's are typically envisioned as high-tech sentinels, pinpoint target acquisition instruments,
aircraft/missile decays, and covert surveillance platforms [13].

Most experimental RPV's are designed to fly like an airplane but some are capable of more complex flight

trajectories more like a helicopter. They can hover, fly forward/back, up/down, side-to- side, and perform roll,

yaw, and pitch attitude control maneuvers. Presently RPV flight paths are typically controlled by either
pre-set programs or joysticks similar to radio controlled model planes.

The Model X could be employed as the man-machine interface through which a human operator remotely
pilots an RPV. The mechanics of this new type of pilot/vehicle interface would essentially be the same as that

described for helicopter flight controls except that here the vehicle's pilot would not be physically on the
vehicle being flown. It could easily be made into a light weight and backpackable.

SIX-DOF COMPUTER IMAGE MANIPUlaTION WITH FORCE FEEDBACK CUES

Many advanced computer graphics packages allow the user to create three dimensional objects. These
objects can then be manipulated relative to the user's point of view and to each other.

Today CAD programs often allow the user to zoom in, zoom out, and move graphical objects up, down, or

sideways relative to the screen. A user can also rotate an object about an arbitrary axis. There have been

several new devices that attempt to make this object manipulation more user friendly and less cumbersome,

like 3-DOF joysticks, "advanced mice" and track balls [14], but they often limit manipulation to only one, two,

or three dimensions at a time instead of the six required to pinpoint any object's position and orientation (i.e.,
X, Y, Z, Roll, Pitch, Yaw).

Using the Model X, computer users would be able to move and re-orient computer graphic images as
easily and as intuitively as ff they had reached out and done so with their own hand. It would be like having

the functionality of six joysticks rolled into one.
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Add to this the capability of the Model X to output feedback forces and one has a completely new level

of computer interface. The user would then be able to "feel" objects as well. This would allow a wide range

of new uses. For example, force cues could be given to the user when objects being manipulated on the
screen contact one another, or there could be virtual buttons and switches having actual mechanical detentes,

or the user might even sense the relative mass and inertias of objects. The capability for the computer to

output forces could greatly expand the sensory bandwidth of the human interface at graphics workstations,

creating a virtual environment with the added dimension of dynamic force.

A more specific example might include research into new chemical compounds is being performed on

computers. It is sometimes very beneficial to the researcher to be able to visualize complex chemical chains in
3-D and then to manipulate and mate new chains at various locations by hand. As explained in the previous

application the Model X has the potential of greatly enhancing the computer graphic interface. The force
feedback capability might be employed to provide the researcher with a sense of feel for the structure of the

microscopic substances he is working with and provide additional feedback about the connectivity of various

complex substances. Appropriate attractive and repulsive forces could be applied to particular molecules.

One researcher that studies the complexities and spatial relationships of DNA and other genetic materials

has sought to augment the laborious process of checking potential DNA combinations and fits by using CAD

rendered displays and a hand control device [15]. By adding the dimension of force feedback and the

simulated molecular docking process might be enhanced even further.

REDUNDANT DOF DEXTEROUS ROBOT MANIPUlaTORS

There is a significant research effort under way within the robotics community to develop new methods for

controlling redundant degree-of-freedom (DOF) manipulators, particularly robots with seven or more DOF.

From extensive earlier work with 6-DOF manipulators (which is the minimum number of

degrees-of-freedom necessary to provide complete position and orientation capability) we learned that several
features inherent in the mechanism such as: kinematic simplicity, friction, manipulator stiffness, mass

distribution, backlash, backdrivability, and others, where important issues to consider during the mechanical

design of the robot. If they were not dealt with properly during the mechanism design then they could be
much more cumbersome and/or impossible to compensate for later on in the software control algorithms.

The technologies used in the design of the Model X hand controller could be used to design new
redundant DOF manipulators that had excellent position and force control characteristics.

SUMMARY

Many engineers, designers and researchers in several fields have understood the need for better
man-machine interfaces. Following an informed discussion on the state-of-the-art in teleoperation in a recent

Scientific American article, Dr. William Uttal, professor of psychology at Arizona State University, concluded

by making the following observation:

"These prototype teleoperators show that most of the physical technology needed for these highly

complex and useful teleoperators is already available. The major challenges now lie at the Interface
of human and machine. Until sufficient progress in computer technology makes it possible to

substitute artificial intelligence for human intelligence, psychological insights into the best ways to link

human operators to machines will pace the evolution of remote workstations" [16].

The Model X FRHC is a significant step forward in hand controller design and may prove to be an

extremely useful new man-machine interface in several diverse applications including: (a) new pilot/helicopter

flight control interfaces; (b) control of underwater remotely operated vehicles, manipulators, and other system

components; (c) remote materials handling, assembly, maintenance, and inspection operations in the nuclear

industry; (d) new pilot/RPV flight control interfaces; (e) 6-DOF computer image manipulation with force
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feedback cues to the operator; and, (f) design of redundant DOF dexterous robot manipulators with good
force controllability, minimal kinematic complexity.
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ORIGINAL PAGE

BLACK AND WHITE PHOTOGRAPH

Figure 1 The Advanced Teleoperator Research Laboratory

Showing the Model B FRHC, three camera views, a force/torque
display, and a predictive display. The remote telerobot and
task board are visable in the background.

Figure 2 Telerobot Testbed Facility

The basic operator control station has five separate camera views,
plus a stereoscopic view, two Model C FRHC's, a graphical multi-
window user Interface, and a voice recognition system.
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Figure 3 The Model X Force-Reflecting Hand Controller
Shown in the vertical mounting configuration.

Figure 4 The Model X shown in the horizontal mounting configuration.
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Flgure 5 The Model X Hand Controller could potentially be used as a
radlcally new 6-DOF pilot/hellcopter flight control interface

supportlng advanced digital flight control systems.

Flgure 6 The Model X Hand Controller could be used to pilot this
underwater vehicle and control it's robotic arms and cameras.
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SESSION H - SENSORS AND MEASUREMENT TECHNOLOGY (PART 1)

Tuesday November 27, 1990

Urodynamic Pressure Sensor

Electron Tunnel Sensor Technology

Practical Approaches For The Application Of Resistance-Type Strain

Gages On High-Temperature Composites

AI Mass Spectrometer For Shuttle Health Monitoring

Instrumentation For Optical Ocean Remote Sensing

Monitoring And Control Of Atmosphere In A Closed Environment
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Introduction

A widespread method for measuring the closing pressure profile along the female urethra is to insert a
sensor into the bladder and withdraw it at a controlled rate such that time translates into distance and sensor

output or pressure is the dependent variable. A second sensor element, located distally from the first,
remains in the bladder to provide a reference pressure. By synchronizing the speed of an analog strip chart
recorder with the withdrawal rate of the sensor, one obtains a measure of the pressure profile along the

urethral length. Two aspects of this method are controversial, first, because the sensor area is quite small, it

includes only a relatively small portion of the total circumference giving rise to questions regarding

circumferential sensitivity, and, second, as the sensor is being withdrawn, transient events, coughs, muscular

impulses, etc., cannot be duplicated over time in order to examine the response of the total organ to a single
event. With these concerns in mind, a transducer system has been developed which provides up to five

sensors within the functional length of the urethra, addressing the simultaneity issue, and where each sensor

has an axial symmetry, thereby addressing the circumferential sensitivity issue. Three sensors have been
constructed and one of them has been subjected to approximately eight hours of use in a clinical setting

during which 576 dynamic data points were obtained. The complete instrument system including the signal
conditioning electronics, data acquisition unit, and the computer with its display and printer is shown in

Figure 1. The technical details of the catheter sensor system itself is described in this paper.

Transducer System Design

Requirements:

The requirement for the measurement system, as originally stated, was to be able to measure the closing

forces along the continuous female urethra, to include an internal lumen for infusion or venting of the

bladder, be very flexible and less than three-French in outside diameter, sense pressures in the range of 10 to
200 centimeters of water, and to be integrated into a computer system to facilitate the data reduction

process. Continuous sensing of the closing forces within the functional length of the urethra was deemed

impractical and was changed to "as many discrete measurement points as is practical." This translated into a

cylindrical transducer structure having five sensing areas, each area approximately 0.2 inches long and within

a length of one and one-half inches, approximately one-eighth inch in diameter, hollow, in order to contain
an internal lumen, and a sixth sensing element located approximately one and one-half inches from the

others. The resulting transducer system, without its protective sheath, is shown in Figure 2. Here one sees

the five closely spaced sensor elements and a sixth element located some distance from the others to be

always in the bladder and thus provide a reference. With this arrangement, discrete but simultaneous
measurements are obtained throughout the urethra. Figure 3 is an enlarged view of one sensor element and

is seen to be shaped like a "C'. As pressure is applied around the circumference of this element

displacement of the two halves (tending to close the longitudinal gap) results causing bending stresses to

appear in the spine portion. These stresses cause minute deformations in the outer fibers of the metal which

are then sensed with strain gages.
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Sensor Design

Each sensor element is cylindrical, nominally 0.120" diameter by 0.118" long by 0.004" thick; has a
slot approximately 0.010" wide cut in the axial direction; and has slots machined transverse to the axis,
leaving approximately 0.040" of circumferential area to act as a spine. To obtain a quantitative
relationship for the sensor, first convert pressure in centimeters of water to pounds per square inch:

Ppsi -- 0.014215 x Pcm-H20

"rh_ore:

Pmin = 0.142 psi and Pmax = 2.843 psi

This distributed pressure acting over the movable portion of the circumference can be represented as an
equivalent force acting at the midpoint of each segment which then produces a bending moment at the
root or spine. Young's modulus is then used to relate stress to strairi as follows:

F=PxA
M=FxL/2
s= l_,a

_=s/E

P -- Pressure and A = Area

L = Length and M = Root Bending Moment
s = stress, c = distance to outer fiber

I = Moment of area of sensor segment
e = strain, E = Young's Modulus

Combining the applicable constants and values gives the following expression for strain as a function
of pressure tending to close or compress the sensor:

e = 2.378 x 10-6 x Pcm

This being the expression for mechanical strain at the root of the movable section, strain gages are
placed in this area to convert the minute mechanical deformations into electrical signals proportional to
strain. At the minimum pressures anticipated, the strains are very small, and every effort must be made
to minimize extraneous effects and to enhance the signal at the point of inception. This is
accomplished by placing a full, active four-arm Wheatstone bridge at the measurement site. In this
manner, two gages are mounted in each half of the "C" section, one mounted in the circumferential
direction or maximum strain direction, and the other mounted normal to the fast. Connected in this

fashion, two gages sense the compressive strains present on the inner surface; and two gages, mounted
at 90 degrees to the others, measure the Poisson's ratio strains. Significantly, all gages see the same
environment which minimizes the effects of extraneous inputs.

The above analysis must be qualified somewhat, acknowledging the finite size of the strain gages and
the presence of an elastomeric sheath surrounding the final sensor. Finite size of the gages means that
the entire gage does not see the level of strain as shown above, but rather an average over its sensitive
area; and the sheath is a non-linear elastic member spanning the measuring section which effectively
presents some load-carrying capacity in parallel with the measuring "C" sections. The non-linear
effects are assumed small at this point, and the gage installation effects are accommodated through
calibration.

The usable output voltage or signal from the strain gage bridge is dependent upon the gage factor, the
number of active bridge arms, and the excitation or bridge voltage. The present configuration consists
of two active arms (plus two Poisson's ratio arms) with a nominal gage factor of two. Semiconductor
strain gages exhibit gage factors on the order of 120, sixty times that of the foil gages used, which
would significantly improve the signal-to-noise ratio; however, semiconductor gages require a relatively
flat surface because of their brittleness. In this application, the tight radius of curvature precludes their
use. Utilizing a large, bridge excitation voltage will also maximize the output and signal-to-noise-
ratio; however, one must always be cognizant of the self heating of the gage caused by 12Rlosses
which introduces long-term drift of the system. Combining all the applicable factors, one arrives at the
following expression for sensor output voltage:
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Output Voltage ' 4 x Bridge Voltage x

which for a bridge excitation voltage equal to 2 Volts,

Output Voltage ' 19 x 10 -6 Pcm

From this it is seen that the range of output voltages from the transducer is from approximately 190 to

3800 _tvolts. Most acquisition or display devices require signals in the +_2.5 volt range. Thus it is

obvious that a significant amount of amplification or gain in the system is required.

Signal Conditioning

Signal conditioning consists of individual channel signal isolation, offset zero and gain adjustments,

and low pass filtering of the data. The data is passed through isolation amplifiers and filtered to pass

frequencies below 150 Hertz. The overall gain is adjustable and typically on the order of 250 to 300

making full scale signals approximately 1 Volt. The data is then passed to a sampling and analog-to-

digital conversion subsystem where the data is quantized to 12-bit precision, and 250 samples from
each channel are accumulated at a 100 samples-per-second rate. These records are then stored on disk for

post test analysis.

Transducer Calibration

A hydrostatic calibrator was constructed which consisted of a sealed chamber in which the catheter could
be horizontally placed and water allowed to enter, expelling any air from the chamber. The chamber is
connected via a flexible hose to an accumulator which can be raised or lowered to change the pressure in

the chamber. Once the air is completely expelled from the system, the pressure is allowed to

equilibrate with the level of water in the accumulator adjusted to the level of the catheter. At this

point, the channels are adjusted for zero output after which the accumulator is raised to 100 centimeters

and the gain adjusted to some convenient value. Iteration between the zero level and the 100cm level a
few times and adjusting the zero and gain controls at each end will remove any interactions, and a

convenient conversion factor, say 200 cm/volt, is established. By adjusting the height of the water

column in a definite sequence, one can determine the drift, hysteresis, and linearity. Because pressure is

a scaler quantity, it exerts the same influence in all directions making a good calibration of the

instrument to measure circumferential closing forces.

System Output

As stated previously, the data is accumulated on a hard disk in the computer making it possible to

perform any number of analysis procedures. Figures 4a and 4b illustrate two different formats that were

used up to this point. Figure 4a includes test parameter and system information as well as a plot of the

actual time history values, whereas figure 4b is merely a full-page representation of the particular time

history. The two figures are from two different subjects, and one can see distinct differences in the

shape of the time history.
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CONCLUDING REMARKS

Based on the needs expressed at the outset, it is concluded that a sensor system has been developed
which captures the essence of the requirements. Simultaneous measurement, at several discrete
locations within the urethra, and insensitive, though not yet proven absolutely, to circumferential
positioning of the catheter are features of the design. As a result of the clinical testing, a new catheter
has been fabricated which is physically shorter and has the segments positioned closer together. This
allows more sensor elements to be positioned within the effective length of the urethra, potentially four
of the five as opposed to three for functionally shorter urethral lengths. Previously, the medical
specialist was interested primarily in the amplitude at the respective element location and its ratio to
the bladder pressure. With the new sensor and the associated data acquisition and display capability, not
only amplitudes but also shape, rise and fall times, and muscular response propagation times are new
parameters upon which diagnostic evaluations can be made.
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ORIGINAL PAGE

BLACK AND WHITE PHOTOGI_APH

Figure 1: Signal Conditioning and Data Acquisition
Instrumentation.
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Figure 2: Six Element Catheter without Sheath

Figure 3: Enlarged View of Single Element
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Abstract

We have designed andconstructeda novel electron tunnelsensor which takes

advantage of the mechanical properties of micro-machined silicon. For the fast time,

electrostatic forces are used to control the tunnel electrode separation, thereby avoiding the

thermal drift and noise problems associated with piezoelectric actuators. The entire

slructure is composed of micro-machined silicon single crystals, including a folded

cantilever spring and a tip. The application of this sensor to the development of a sensitive

accelerometer is described.

Devices used in the measurements of many physical quantities (position, motion,

pressure, radiation, temperature) rely on conversion of the physical quantity to a change in

the relative separation between a pair of components. Changes in relative position are then

detected through changes in the capacitance between the two elements, 1-3 through optical

techniques,4, 5 or through flexing of piezoresistors. 6 In each case, large structures are

often required to achieve sensitivities that are not limited by readout noise in the transducer.

The availability of a more sensitive transducer would, in many cases, allow the

construction of sensors with greater sensitivity, smaller mass, smaller volume, less power

consumption, or greater bandwidth.

Recently, electron tunneling through a narrow vacuum barrierhas been employed

as a technique, Scanning Tunneling Microscopy (STM), for imaging the atomic scale

structure of surfaces. 7 The tunneling current, I, has the following dependence on the

separation between a pair of metallic electrodes, s :

I *, Vexp(-ct_s), (1)
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where • is the height of the tunneling barrier, V is the bias voltage, V is small compared to

O, and o_-- 1.025 (_,-1 eV-l/'2).7 For typical values ofq_ and s, the current varies by an

order of magnitude for each 1 _t,change in electrode separation. This sensitivity to relative

position is iuperior to that available in other compact transducers. Since tunneling only

occurs in regions where the tip is within several _, of the surface, the active area of the

sensor is microscopic. A position sensor based on electron tunneling has already been

incorporated into the design for an accelerometer, s and several other applications are being

considered.

Stable electron tunneling requires control of the separation of the tunnel electrodes

to a small fraction of an Angstrom. An analog feedback circuit is used to compare the

measured runnel current to a set-point. The feedback circuit adjusts the voltage applied to

an electromechanical actuator to correct for discrepancies between the measured tunnel

current and the set-point. The bandwidth of the feedback circuit is limited to less than the

resonant frequency of the actuator in order to avoid instability.

Typical vacuum tunneling devices rely upon piezoelectric electromechanical

actuators. These actuators suffer from sensitivity to thermal drifts, hysteresis,and creep in

the response of the piezoelectric materials; these effects impose severe limitations on the

performance of existing tunnel devices. Also, efforts to miniaturize sensors which

incorporate piezoelectrics are made difficult by the variety of different materials required for

the construction of the device.

There have been recent advances in the sophistication of micro-machining of silicon

through the use of anisotropic etchants as well as doping to control etching. 9 These

advances have lead to the development of a new class of sensors composed entirely of

micro-machined silicon. There are several advantages to the development of sensor

components in silicon. First, the well-developed techniques of photo-lithography may be

used to control the structure of compact sensor components on the gm-scale. Also, silicon

offers extremely high tensile saength combined with relatively low density. Further,

silicon single crystal structures show highly reproducible characteristics. Finally, micro-

machined silicon sensors are mass-produced inexpensively, and are easily miniaturized or

modified to meet the requirements of a particularapplication.

We have designed and constructed an electron tunnel sensor composed of micro-

machined silicon. Micro-machining has been used in this case to produce cm-scale
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components with Izm-scale precision. In conuast to all previous vacuum tunneling devices,

the relative position of the electrodes is controlled through use of electrostatic forces applied

between the elements. The electrostatic forces induce deflection of a micro-machined

silicon cantilever spring. Replacement of the piezoelectric actuator with an electrostatic

actuator is important for the following reasons. First, the electrostatic actuator is

insensitive to thermal drifts and immune to the problems of creep associated with

piezoelectric actuators. Also the response of the electrostatic actuator is a function only of

the geometry and mechanical properties of the device, whereas the response of the

piezoelectric actuator is also dependent on the characteristics of the piezoelectric material,

which may not be reproducible between devices or over time. Finally, the elecu'ostatic

actuatormay be miniaturizedmore easilybecausethescalinglaws areknown exactly,and

thefabricationislesscomplex thanforthepiezoelectricactuator.The devicedescribedhere

can be modifiedforincorporationintoa wide varietyof sensors.Monolithicdevices

includingsensorand controlelectronicsaxealsofeasible.

The tunnelsensordescribedhereconsistsofthreecomponents which are

constructedfrom 200 [Am siliconwafers.The wafershave been polishedon both surfaces

and are coated with >0.5 Izm Si02 which is patterned by standard photo-lithographic

techniques. The wafers are etched in Ethylene Diamine Pyrocatechol (EDP), removing the

parts of the silicon wafers not covered by the SiO2 mask. After etching, the remaining

oxide is removed in a buffered I-IF etch. A new oxide layer >1 _tm thick is then grown on

allsurfacesofthestructure.Gold electrodesarethermallyevaporatedontothecomponents

thesensorthroughshadow masks which have been fabricatedby thesame micro-

machining techniques.The SiO2 servesasadielectricisolationlayerbetween themetal

filmsand thesiliconsubslrate.FigureI shows a sketchofthecomponents which result

from etchingand metallizatlon.The components areapproximately4 cm 2inarea.The

innerrectangularareaofthefoldedcantileverspringcan bedeflectedupward ordownward

relativetotheoutersegmentsby applicationofan electricpotentialbetweenthelarge

electrodeand a correspondingdeflectioncounter-electrodewhich isdepositedon another

component ofthesensor.Given themechanicalpropertiesofthesiliconaswellasthe

dimensionsofthespringsffucture,wc can calculatethepropertiesofthespring.Because

thespringconstantscalesrapidlywiththedimensionsofthelegs,itscharacteristicscan

easilybe tailoredtomeet theneedsofa specificapplication.
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Variousmethodsformanufacturinga suitable tunneling tip are available.7,10

Recently, we have developed the following procedure for micro-machining a silicon tip

directly from the silicon substrate. An oxide-coated surface of the silicon is fast patterned

by photo-lithography to leave only a 60 _tm x 60 lxm square of oxide. When etched in

EDP, the edges of the oxide are undercut. When the undercutting is complete, the square

fragment of oxide is carded away, leaving a pyramid-shaped silicon tip. A manning

elecwan microscope micrograph of a typical tip is shown in Fig. 1. The active surfaces of

the tips are prepared by evaporation of 3000/_ thick Au f'tlms through a shadow mask.

The tunnel sensor is then assembled as shown in Fig. 2.

Once assembled, a bias voltage is applied to the electrostatic deflection electrodes to

close the electrodes and establish a tunnel current. Active regulation of the tip-electrode

separation using feedback control of the tunneling current is carded out as for STM. The

tunnel position sensor implemented in this way is generally applicable to a wide range of

sensing applications. The properties of a tunnel sensor applied to measurements of

acceleration are described below. Operation of the device as an accelerometer may be

achieved in either of two ways. In each case, acceleration is measured by sensing the

deflection of the spring-supported silicon mass.

In the first approach, denoted as open loop, acceleration is measured at frequencies

above the feedback loop bandwidth. When the sensor is subjected to an acceleration, Oa,

the deflection of the folded cantilever spring, 0z, is given by Oz = Oa / (0_ 2 - ta2) 11, where

coo = ,_f_m is the resonant frequency of the spring supported mass. 12 Since the current

varies as 21 = - I 0_"_ Oz, the responsivity is given by :

_I I cx _'0
= - (2)

(coo2 - c02)

If the noise in the device is dominated by shot noise in the tunnel current, In = ff 2 e I ,

the noise-equivalent acceleration (NEa) is given by :

NEa = -_a - (°)02"aco2)q2eIO (3)

The noise-equivalent acceleration is defined as the minimum acceleration that could be

detected in a I Hz bandwidth.

As shown in (2), the responsivity in the open loop method varies as N/'_, which

may depend on operating conditions. Variations in _ or other parameters which effect
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the dependence of the tunnel currenton electrode separation may be corrected for by adding

a small modulation to the actuator voltage and measuring the resulting modulation in the

tunnel current at that frequency. The ratio of the amplitudes of modulation dire.c0y yields

the sensor sensitivity. This simple in-situ calibration may be performed continuously

during operation of the sensor for applications which require high absolute accuracy.

In the second approach, denoted as closed loop, acceleration is measured for all

frequencies less than the feedback loop bandwidth. In this case, the feedback loop

responds to an acceleration by adjusting the force applied by the actuator so as to prevent

any changes in the relative displacement of the tunneling electrodes. In this approach, the

variations in the voltage applied to the actuator become the signal. For the electrostatic

actuator in the present device, the force required to maintain constant electrode separation is

given by:

eAV 2
F = m a - 2d 2 ' (4)

where A is the area of the deflection electrodes and d is the separation between the

electrodes. The responsivity is then given by
_V m d2

_- - _ A V (5)

An advantageofthisclosed-loopapproachisthatthercsponsivity(5)isnow independent

oftheheightofthetunnelbarrierorotherpropertiesofthetunnelelectrodesasopposedto

casefortheopen-loopapproach.Shotnoiseinthetunnelcurrentatfrequencieswithinthe

bandwidthofthefeedbackloopcausesfluctuationsinthedeflectionvoltage.These

variationsindeflectionvoltageproducechangesintunnelelectrodeseparation,and

therefore, variations in tunnel current which cancel the shot noise. The amplitude of the

shot noise-induced voltage fluctuations is given by :

_keAV

Vn =N I_ m2_ (6)

The noise equivalent acceleration sensitivity is obtained by dividing the responsivity (5) by

the noise (6) and is exactly the same as the open loop sensitivity (3).

The sources of noise observed in vacuum tunneling devices are not fully

understood. At high frequency, shot noise and Johnson noise are expected to dominate.

At lower frequencies, noise with a 1/f characteristic typically dominates. This noise may

originate from slow drifts in the device structure, or environmental sources of noise, such

as vibration, or air currents. Thermal drift, which leads to differential thermal expansion

may also contribute to the low frequency noise in vacuum tunneling devices. Other
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mechanisms for l/f noise have been proposod.13.14 With the replacement of the

piezoelectricactuatorby an electrostaticactuator,theproblems associatedwithhysteresis,

creep and thermal drift in piezoelectric materials should be greatly reduced. Contributions

to the noise in tunneling due to fluctuations in the momentum translx_ed have been

considered.IS, 16 This source of noise is not expected to be significant in our

measurements.

The ultimate sensitivity of the tunnel sensor is limited by the noise characteristics of

the vacuum tunnel junction. With the feedback loop closed and constant electrode

separation being maintained, the tunnel current noise spectrum can be measured. Typical

spectra for a current of 1.3 nA and bias of 100 mV are shown in Fig. 3 for different

settings of the bandwidth of the feedback circuit. For this current, shot noise should

contribute 2 x 10 -14 A/_H--z, which is below the observed noise. The current noise due to

the components of the electrical feedback circuit is also well below the observed noise. The

tunnel current noise power spectrum varies approximately as l/f for frequencies below 103

Hz. This result is consistent with noise measurements reported elsewhere, 17 and is likely

due to environmental noise sources such as vibrations or thermal drifts. At frequencies

greater than 104 Hz, an electrical resonance related to the deflection electrodes introduces

additional noise.

By applying a low-frequency modulation to the tunnel current set-point in the

feedback circuit, a modulation in the deflection voltage and tunnel current are produced.

The barrier height, O, may be determined from the ratio of the amplitudes of the

modulations. For the Au electrodes in this device, measurements of • have given a value

of 0.5 eV. With O = 0.5 eV, the data in Fig. 4 implies that the measured sensitivity to

variations in the tip-sample separation is 3 x 10 -4 A/,_/-_ at a frequency of 1 kHz. Given a

cantilever mass of 30 nag and a measured spring constant of 60 N/m as well as the

dependence of the tunnel current upon separation, the responsivity of the sensor to changes

in acceleration may be calculated. Below the resonant frequency of about 200 Hr., the

responsivity is 3 x 10 -4/fig. With the observed noise of the sensor, this cccresponds to a

sensitivity of 1 x 10 -8 g/_ at 10 Hz. At 1 id-Iz, the sensitivity is 1 x 10 .7 _ In

each case, the measured noise included contributions from accelerations in the laboratory,

so the actual sensitivity is probably somewhat better.

375



achieved. This would allow low-cost production of sensors of this type as transducers for

application to a wide variety of measurement needs. In particular, miniature pressure

sensors and microphones could be constructed with tunnel sensor technology. The use of

a tunnel sensor as the transducer in a pneumatic infrared detector is currently being

explored.l 8

The research described in this paper was performed by the Center for Space

Microelectronics Technology, Jet Propulsion Laboratory, California Institute of

Technology, and was jointly sponsored by the Defense Advanced Research Projects

Agency and the National Aeronautics and Space Administration, Office of Aeronautics,

Exploration and Technology.

For comparison, the sensitivity of a capacitive displacement transducer may be

calculated. It is assumed that the electrode separation is no less than 1/100 of the electrode

length, that the voltage is no greater than the limit for dielectric breakdown in vacuum, and

that sensitivity is limited by the shot noise at the ac measurement frequency. With these

assumptions, the capacitive transducer has a theoretically-limited sensitivity to variations in

electrode separation of approximately 0.2 _ld,_H--z. In this limit, the theoretical capacitive

transducer is more than 3 orders of magnitude less sensitive than the existing tunneling

transducer, and more than 4 orders of magnitude less sensitive than the theoretical limit to

the tunneling transducer.

Since all of the components of the tunnel sensor can be prepared using standard

lithographic techniques, miniaturization over several orders of magnitude can be readily
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FIGURE CAPTIONS

Figure 1. A drawing of the components of the tunnel sensor is shown. The folded cantilever
spring with integral tip is shown on the lower right. It is manufactured by patterning
both surfaces of the silicon wafer and etching until the tunnel tip had formed. The

components which support the tunneling counter-electrode and the deflection counter-
electrode are shown on the left and are manufactured by patterning only one surface of
the wafer. Au films are deposited through micro-machined shadow masks to form the
deflection and tunneling electrodes. The tabs with the square holes allow the
components to be constrained laterally by alignment pins.

Figure 2. A SEM micrograph of a typical micro-machined silicon tip. The tip has been coated by
3000/_ of Au.

Figure 3. An exploded view of the assembled tunnel sensor showing the orientations of the
components. From top to bottom are the deflection counter-electrode, the tunneling
counter-electrode, and the folded cantilever spring. The shaded regions on the spring
correspond to the Au films which are deposited through shadow masks.

Figure 4. This figure is a plot of the spectrum of the measured noise in the tunnel current at a
bias of 100 mV and current of 1.3 nA while operating in air. The bandwidth of the
feedback circuit was deliberately adjusted to be less than 0.1 Hz for the data shown as
circles. For the data plotted as squares, the bandwidth was set at the maximum value
that did not produce oscillations, which was 200 Hz for this device. A resonance in the
electrostatic deflection system contributes to the noise at frequencies above 5 kHz.
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PRACTICAL APPROACHES FOR APPLICATION OF

RESISTANCE TYPE STRAIN GAGES ON HIGH TEMPERATURE COMPOSITES

Thomas C. Moore, Sr.

NASA Langley Research Center

Hampton, Virginia 23665

INTRODUCTION

The introduction of carbon/carbon and metal matrix composites as most probable candidate

materials for extensive use on hypersonic flight vehicles generates the need to measure their

mechanical properties under severe test environments. Surface mounted strain gages have historically

provided the most widely used means for measuring strains and still appear to be the most

straightforward and least expensive method for making the strain measurements associated with these
materials.

Because of the extreme temperatures associated with the utilization of these high

temperature composites, two basic problems occur when attempting to instrument the composites

with strain gages. One is the difficulty in reliably attaching strain gages to the surfaces of the unique

materials; the other is the inaccuracy often associated with strain gages at extreme temperatures.

This paper will address four areas of interest with respect to utilizing strain gages on
carbon/carbon (with SiC surfaces) and titanium matrix composites. The four areas are as follows:

* Strain gage and adhesive combinations on carbon/carbon (C/C) at temperatures from -190

degrees C (-310 degrees F) to 540 degrees C (1004 degrees F).

* Half-bridge gaging for reducing apparent strain on C/C using poisson's ratio and bending
configurations.

* Review of the "field installation" techniques developed for gaging a C/C hypersonic

generic elevon.

* Results of initial strain gaging efforts on titanium matrix composites.

Current research in developing techniques for increasing the maximum temperature for
strain gages on carbon/carbon will be reviewed.

STRAIN GAGE AND ADHESIVE COMBINATIONS FOR CARBON/CARBON

The primary difficulty in attaching strain gages to the surface of carbon/carbon is the arduous

task of bonding the adhesive itself to the surface. To clarify this stated difficulty, it is important to

note that, for this paper, all references to carbon/carbon surfaces include a surface layer of silicon
carbide (SIC) encapsulating the carbon/carbon and it is the adherence to the silicon carbide that is

difficult. This section of the paper discusses the techniques and materials developed for gaging
carbon/carbon when testing at temperatures from -190 degrees C to 540 degrees C.
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PlasmaSprayedStrainGageInstallationsw/Ceramic Precoat

Early attempts at strain gaging C/C for testing at temperatures above 370 degrees C (700

degrees F) involved the application of the gage with various ceramic cements. Six different ceramics
were tested and all showed various degrees of micro-cracking which destroyed the gage. The failures

with ceramic cements and oxygen/acetylene flame spraying were followed by the development of a

gaging technique employing plasma arc flame spraying. Initial efforts had the entire installation

performed using only the plasma gun in conjunction with Alumina powders. This technique worked
but the loss rate during installation was high. In order to decrease the loss rate during installation and

to improve strain data reliability, the procedure was modified and the detailed gaging steps are as
follows: Mask the areas to be gaged and micro-sandblast them using 50 micron grit aluminum oxide

abrasive. Next, apply a .001" thick precoat of Omega CC ceramic cement (modified by adding an

equal amount, by volume, of SiC powder to the Omega base powder). After curing, plasma spray a
.002" thick layer of Alumina over the precoat. The gage is then placed on the Alumina and a very thin

coat of a ceramic cement (Hitec's Yellow Cerro works well) is applied over the gage convolutes to

protect them from the plasma spray operation. The thin coat of ceramic cement is cured, and the
strain gage is plasma sprayed with aluminum oxide. Several high temperature strain gage types were
tested with this method and all survived the 540 degrees C. However, the foil type high temperature

gages were more prone to gage failure during thermal cycling due to gage grid shearing. Later testing

revealed that an oxygen-acetylene gun can be substituted for the plasma gun and the bond obtained is
sufficient to read strains at 540 degrees C. However, the shear strength of the oxygen-acetylene bond

is lower than that obtained with the plasma.

High Temperature Gaging Using Ceramic Cement Only

While the plasma spray method of installing high temperature strain gages works well, there

is another technique for providing strain gages on C/C for testing at 540 degrees C that does not

require sophisticated gaging apparatus. It employs a ceramic cement which was not available when

the plasma technique was developed. This ceramic cement supplied by Micro-Eng.ll and called GC

Ceramic does require careful application technique but when properly applied, a well bonded,

reliable strain gage installation that is good to 540 degrees C and sometimes higher is achieved. With

this ceramic, micro-cracking is greatly reduced and indiscernible at 540 degrees C. While data have
been obtained at temperatures as high as 925 degrees C (1697 degrees F) with this cement it is not

recommended above 540 degrees C on C/C with SiC surfaces because of the micro-cracking that

occurs beyond this temperature. This ceramic works well with either wire or foil type high

temperature strain gages. Following is a step-by-step procedure that has been utilized successfully
with the GC ceramic cement on C/C specimens (w/SiC surfaces).

1. Micro-sandblast the areas to be strain gaged.

2. Apply a basecoat of GC ceramic cement to a thickness of .001 inches.

3. Air dry for a minimum of 30 minutes.
4. Slowly apply heat using a heat gun until the specimen temperature reaches 100 degrees C

(212 degrees F) to 110 degrees C (230 degrees F) and hold for two minutes.
5. Cool to room temperature, inspect and then cure at 150 degrees C (300 degrees F) for

one-half hour.

6. Cool and install the gage as follows:

a. place the gage on the basecoat and apply a minimum amount of GC ceramic in the

open areas of the gage carrier frame. This coat should be sufficient to hold the gage

convolutes in place, but thin enough to be able to still see most of the convolutes.
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b. cure the cement as in steps 3, 4, and 5. Cool to room temperature.

c. Under a microscope, carefully remove the gage carrier frame and eliminate any loose
particles or tape adhesive residue.

d. fill all remaining open areas making certain that the cement "wets" these areas. This
is important in preventing voids.

7. Cure as in steps 3, 4, and 5.

8. Next, another layer of GC is applied to fill any low areas, helping to provide a uniform
ceramic surface.

9. Cure as in steps 3, 4, and 5.

10.After cooling, use a fine aluminum oxide stone to carefully hone any high areas.

ll.Now, apply a final overcoat of the GC ceramic cement still maintaining a low ceramic
profile.

12.Cure as in steps 3, 4, and 5.

13.Finally, take the specimen to 315 degrees C (600 degrees F) and hold for one-half hour.
14.Cool and microscopically inspect the installation. The entire installation should not be

more than .008" to .010" thick.

HALF-BRIDGE GAGING FOR REDUCING APPARENT STRAIN

ON CARBON/CARBON

While a fair degree of success has been realized in achieving a good bond for strain gages on

C/C, the ability to accurately measure strains at temperatures above 370 degrees C (700 degrees F) is

reduced by several factors. The steep slope of the apparent strain curve associated with high

temperature strain gages (roughly 30 micro-strain/degree C w/BCL-3 gages on C/C), a degree of

uncertainty in the repeatability of the apparent strain curve, the drift rate of the gage at high

temperatures, and the often difficult task of accurately measuring the temperature, all contribute to

the inaccuracies in high temperature strain measurements. Though half-bridge gaging configurations
will be limited to certain applications, the data generated on C/C when half-bridges have been tested

warrant serious consideration of this technique where possible. The BCL-3 strain gage has two

features which make it desirable for half-bridge gaging. One, the scatter in total apparent strain from

gage to gage is typically less than 500 micro-strain from a total of 17000 micro-strain at 540 degrees C,

and, two, the variation in drift rate at high temperatures is negligible from gage to gage. Therefore,

when a given test scenario will allow for two of these gages to be placed in adjacent legs of the bridge

circuit with both gages being subjected to the temperature change, the resulting total apparent strain

and drift rate are dramatically reduced. Figure 1 shows two typical apparent strain runs to 540

degrees C when half-bridge gaging is employed. One curve is generated with a bending half-bridge,

the other with a poisson's ratio half-bridge. As shown, neither curve exceeded 250 micro-strain, yet, a

single gage typically shows 17000 micro-strain at 540 degrees C on carbon/carbon with this type of
gage.

Gage Selection For Testing At 540 Degrees C On Carbon/Carbon

Several gage types have been tested on C/C at 540 degrees C with two types out-performing

the others. These are, the Batelle-Columbus-Laboratories gage type BCL-3 and the "Chinese Gage"
distributed by Hitec Products and Micro-Engineering II. Both of these gages are manufactured from

the same basic alloy and both have similar characteristics. One BCL-3 gage has been subjected to

twenty temperature excursions to 540 degrees C on a C/C specimen with loads applied and is still
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functioning.The"ChineseGage"hasbeensuccessfullytestedonC/Cspecimensat 540 degrees C as

part of a NASA, Langley Research Center and General Dynamics joint venture.

"FIELD INSTALLATION" TECHNIQUES FOR GAGING

A CARBON/CARBON ELEVON

A test program to be commenced this winter at NASA's Ames Dryden Flight Research

Facility will require the installation of approximately 300 strain gages on an elevon constructed of
carbon/carbon. This elevon is to be subjected to a series of load tests at room temperature followed

by elevated temperature testing. Strain gage data at room temperature are essential and tentatively
strain data will be obtained at elevated temperatures. A technique has been developed that will allow

the elevon to be tested at a temperature of 200 degrees C (390 degrees F) as well as room temperature

using conventional gaging materials. The technique, simple and straightforward, is described here.
Also, later in the program, an attempt will be made to install high temperature gages using a ceramic

cement for testing at 540 degrees C. That gaging technique is also reviewed here.

Selection Of Strain Gages And Gaging Materials For Testing

To 200 Degrees C

This program requires strain gaging for testing at room temperature and at elevatcd

temperatures if possible. Since this will be a fairly lengthy program in terms of time required for
testing, it was decided to utilize an adhesive that has proven itself to be excellent for long term

reliability. Hopefully, this adhesive could be applied to the surface and the gage in a manner

consistent with techniques applicable for structural component gaging. Several adhesives were tested

in conjunction with Micro-Measurements, Inc. encapsulated series WK-00, WK-03, and WK-06 gages.
The first two adhesive types tested bonded well but the gage failed during repeated excursions to 200

degrees C. These adhesives were Micro-Measurements, Inc. M-BOND GA-2 and M-BOND GA-61.
The third adhesive, M-BOND AE-15, worked well initially and gage type WK-00-500BH-350 had

generated the smallest apparent strains in early tests. Consequently, a C/C specimen was
instrumented with one of these gages on each side placed back to back. The specimen was then

subjected to ten apparent strain runs to 200 degrees C. Apparent strains were repeatable for both

gages on all of the runs, gage output drift at 200 degrees C was zero after two hours, and bending
strain data at 200 degrees C was repeatable within two percent. Because of the ease of installation
and the success with the M-BOND AE-15 in conjunction with the WK-00-500BH-350 strain gage, no

further effort was made to find another combination of gage and adhesive for the temperature range

of 25 degrees C to 200 degrees C.

Gaging Procedure Followed For Testing Carbon/Carbon
At 200 Degrees C

In order to simulate, to a degree, the gaging scenario that will be required for the

carbon/carbon elevon gaging, the gages were pre-wired and installed without the benefit of "a

microscope which is typically used during the installation. Following are the steps performed in

gaging the C/C specimens discussed above.

1. Micro-sandblast areas to be gaged using 50 micron grit aluminum oxide. Also, sandblast

spots for bonding lead wires, including thermocouples.
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2.Usingclean,dryair,blowawaysandblastingresidue.
3.In areaswheregagesaretobeattached,applyacoatofM-BONDAE-15. This "precoat"

should be thick enough to allow for sanding (after curing) in order to provide a
relatively flat surface for the strain gage.

4. Slowly raise the temperature to 65 degrees C (150 degrees F) and hold for four hours. Use

heat lamps or vacuum pad heaters to achieve the required cure temperature.

5. Following this cure, sand the AE-15 using a sanding block and 180 grit sandpaper. Sand
away the precoat until the peaks of the SiC are reached. Remove the residue with clean
air or pressurized freon.

6. Install the pre-wired gages using "Rumble Strain Gage Vacuum Pads" as per standard
vacuum pad gage installation procedures.

7. Cure the installation for four hours at 65 degrees C as in Step 4.

Tentative Gaging Procedure For A Carbon/Carbon Elevon

For Testing At Temperatures To 540 Degrees C

While the entire testing program for the elevon has not yet been finalized, a gaging procedure

has been developed which will provide some degree of strain measurement at temperatures of 540
degrees C and perhaps higher. The procedure, though not described in detail here, is similar to that

described earlier in the paper under the sub-heading "High Temperature Gaging Using Ceramic
Cement Only".

INITIAL GAGING EFFORTS ON TITANIUM MATRIX COMPOSITES

This area of research has just recently been initiated at NASA's Langley Research Center as
part of a joint effort with McDonnell Douglas, St. Louis, MO. While this effort includes research in

developing techniques and strain gaging materials that will perform accurately and reliably at
temperatures up to 815 degrees C (1500 degrees F) on metal matrix composites, the initial thrust of
the research was in the cryogenic region.

Gaging And Testing Of Titanium Matrix Composite Specimen

Initial testing of a titanium matrix composite specimen, type: SCS-6/BETA 21S [0/90/0]
involved strain gaging the specimen utilizing standard NASA-LaRC gaging procedures with

conventional foil strain gages and gaging materials. The specimen was subjected to temperatures

from -190 degrees C (-310 degrees F) to 260 degrees C (500 degrees F). The purpose of the test was

to obtain baseline data at room temperature, at -190 degrees C, and at 260 degrees C. Two single

gages of the same type were installed back-to-back with the only difference being in the
self-temperature-compensation (STC) number of each gage. One gage was a WK-03-250BG-350 and

the other was a WK-06-250BG-350. Cantilever bending loads were applied to the specimen at 25
degrees C, -185 degrees C, and at 265 degrees C. The strain variation at those temperatures is shown

for each gage in Figure 2. Gage factor change has been accounted for at each temperature and, as

shown, each gage generated identical strain levels at its respective temperature. Apparent strain runs

were made through the temperature range of-190 degrees C to 265 degrees C. A typical run is shown

in Figure 3 with outputs recorded at 50 degree C intervals. Note that the WK-06 gage generates lcss

strain cryogenically but drops off dramatically above room temperature. The WK-03 gage while

generating -1400 micro-strain at -190 degrees C is relatively fiat from 25 degrees C to 265 degrees C.
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Apparentstrainswerenotcorrectedforchangeingagefactorasafunctionof temperaturechange.
Researchanddevelopmenteffortsareongoingin thisarea,specifically,gagesandbondingmaterial
combinationsthatwillfunctionat815degreesC.

CURRENTEFFORTSINGAGINGCARBON/CARBONFORUSE
AT815DEGREESCANDHIGHER

EventhoughhightemperaturestraingageshavebeensuccessfullyattachedtoC/C(withSiC
surfaces)andsurvivedto temperaturesof 1100degreesC(2012degreesF),thereareproblemstobe
overcomeattheseveryhightemperatures.Theseinclude,survivalofthegagewhenthermalcyclingis
involved,resistanceleakagetoground,andrepeatabilityofapparentstraincurves.Currenteffortsare
beingdirectedtowarddevelopingatechniquethatwillprovidea reliablestraingageonC/Cat815
degreesC. Goodinitialresultsarebeingobtainedutilizingtwonewtechniquesandeachisbriefly
discussedhere.

Carbon/CarbonGagedAndTestedAt815DegreesCUtilizingPlasma
AndOxygen-AcetylenePowderGun

A meansof obtaining a good bond between the gaging ceramic and the silicon carbide

surface has been obtained utilizing a combination of plasma arc flame spraying and oxygen-acetylene

flame spraying. A combination of ceramic spray powders was also used. The basecoat was
3A1203-2SIO2 (Mulite powder), plasma sprayed. This was followed by AI203 (Alumina powder)

which was oxygen-acetylene flame sprayed and was utilized to secure the gage to the basecoat of

Mulite. The gage was then oversprayed with more Mulite using the plasma gun. Importantly, the

bond was enhanced by first sandblasting the surface with a very coarse (24 grit) aluminum oxide
abrasive. This abrasive, while effective in roughening the surface, may cause microscopic damage to

the substrate. This damage possibility is currently being investigated at Langley.

Cantilever bending strain data, repeatable within four percent, were obtained at 815 degrees

C using this method in combination with a Battelle-Columbus-Laboratories type: BCL-3 strain gage.

Though this installation functioned well for several cycles at 815 degrees C, it failed during the second
excursion to 930 degrees C (1706 degrees F). An inspection revealed micro-cracking of the Mulite.

Strain Data Obtained At 1100 Degrees Celsius

On A Carbon/Carbon Specimen

A carbon/carbon specimen furnished by General Dynamics, Fort Worth, TX, was strain

gaged and tested at temperatures up to 1100 degrees C. This specimen differed from all others tested
to date, in that it had a very rough chemically vapor deposited (cvd) coating of silicon carbide added

to the existing silicon carbide surface. The gaging approach was similar to that described above with a

few exceptions. Half-bridge gaging was utilized to reduce apparent strain and Alumina was the only

spray powder used. Figure 4 plots the bending strains at 1100 degrees C obtained during two
excursions to that temperature. Unfortunately, the specimen did not have a surface sealant and since

the tests were conducted in air the specimen delaminated after two runs to 1100 degrees C. Figure 5

is a photo of the specimen after the second excursion to the Ioadings test temperature. The
delamination is visible throughout the length of the specimen. The strain gages are still functional.
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CONCLUDINGREMARKS

Strain gaging any material for testing at extreme temperatures, whether its at -190 degrees C

or at 815 degrees C, requires the utilization of the appropriate strain gages, gaging materials,

installation accessories, and gaging configuration in order to provide the maximum accuracy and
reliability for a given test requirement. The task of determining the optimum means and materials for

strain gaging high temperature composites such as carbon/carbon and titanium matrix composites is

particularly difficult. The maximum test temperature, the maximum strain level, type of test (dynamic,
static, both) are but a few of the factors that will help in determining the gaging approach. The strain

gaging of these composites for cryogenic and elevated temperature testing is relatively new. As these

materials are made available to the strain gage community, improved approaches and techniques will
be forthcoming.

While reliable strain gage installations on C/C have been demonstrated at temperatures from

-190 degrees C to 540 degrees C and while current research indicates that strain data at 815 degrees C

is readily achievable, the desired goal of routinely measuring strain at 1100 degrees C on C/C using
surface mounted strain gages is still not obtainable.
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Ai MASS SPECTROMETERS

FOR SPACE SHUTrLE HEALTH MONITORING
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BACKGROUND

Modern rocket development in the United States formally began in 1914 with Dr. Robert Goddard's

patents on the concept of utilizing liquid nitrous oxide for the oxidizer and gasoline for fuel in self-contained,

change of momentum based, main propulsion systems (1). His first flight, with hardware using gasoline and

liquid oxygen, did not occur until 1926, some 12 years later. German acquisition of the concept prior to

World War 11 led to Dr. von Braun's development of the V-2, powered by liquid oxygen and alcohol. Post

war U.S. development of the Redstone, Jupiter, Atlas, Apollo, Shuttle, and ultimately, Advanced Launch
System (ALS) are the historical background for this presentation.

Development of the concept of using liquid hydrogen for fuel began in 1960 with the beginning of the

Apollo program. Fuels used prior to this were hydrocarbons (alcohol, kerosene, jet fuel), or solids. There is

approximately a 700:1 volume reduction achieved by converting gaseous hydrogen at room temperature to

liquid at cryogenic temperatures. The increase in specific impulse f o r hydrogen/oxygen over

hydrocarbon/oxygen fuels is approximately 1.5:1. (2) The choice of hydrogen for fuel imposed greatly increased
hardware requirements for being able to identify and evaluate leaks.

Shuttle is the first system where liquid hydrogen was used in the liftoff stage of the propulsion system. It

is boosted by detachable solid rocket motors to help attain orbit. The launch countdown formally begins 3

days prior to liftoff, and the loading of cryogenic hydrogen and oxygen begins about 11 hours prior to liftoff.

During launch countdown, ground support systems are prepared for use by verifying that they are functional

and capable of holding a calibration. They are then carefully maintained "powered up", and watched for
problems as the count continues.

INTRODUCTION

Mass spectrometers were first used in a ground support role in 1964 for Saturn I launch vehicle testing,

for identifying hydrogen leakage in the main propulsion system of the S-IV second stage, during cryogenic

operation (3). Early instruments for Saturn centered around a magnetic sector type analyzer. Shuttle

instrumentation is based on quadrupole and magnetic sector type mass spectrometers. Other types of
hydrogen detectors, while capable of locating and quantifying hydrogen leaks at low levels, are not usable

above approximately 10% hydrogen concentration, and are unable to differentiate oxygen leaks from air

intrusion, which the mass spectrometer can do. A recent patent, #4,953,976 based on Raman scattering, is the
nearest technology to the mass spectrometer, for use in this type of service.

Mass spectrometers can be made to be sensitive to helium, the purge gas used in liquid hydrogen systems.

Helium is also used as the trace gas (for safety reasons, during testing, when hydrogen is not present) as an

aid in flagging and locating leaks. The general utility of the ruggedized mass spectrometer as a process

instrument, as opposed to a laboratory curiosity, has led to its' increased use in facility ground support

equipment to enhance the visibility of fright hardware with respect to liquid hydrogen and oxygen leakage.

Facility mass spectrometers were not installed for the classical liquid oxygen / hydrocarbon main

propulsion system ground support equipment (GSE). In these systems, mass spectrometers existed in the

form of drag-on helium leak detectors, using helium as a trace gas. They were not used to sense fuel leaks
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directly.Permanent,facilityanalyzers,wereinstalled for Shuttle because it is powered by liquid hydrogen,

which produces leaks in real time, that cannot be detected by use of classical helium leak detectors.

MASS SPECTROMETER INSTALLATIONS AT KSC

The facility Hazardous Gas Detection System (HGDS) at Kennedy Space Center, Florida (KSC), is a

mass spectrometer based gas analyzer (4). Two instruments make up the HGDS, which is installed in a

prime/backup arrangement, with the option of using both analyzers on the same sample line, or on two
different lines simultaneously. It is used for monitoring Shuttle during fuel loading, countdown, and

drainback, if necessary. The system is located in the mobile launch platform, underneath the vehicle, and
must sustain the shock and vibration of launch. It must be operational during main engine firing for flight

readiness firings (FRF), and after main engine firing, for launch, in order to perform during de-tanking, if

launch is aborted.

HGDS is controlled and monitored, during countdown, from the Launch Control Center approximately

four miles away. It was HGDS that discovered the hydrogen leaks in STS-6 Flight Readiness Firing (FRF),
and STS-35 and STS-38 launch attempts, while monitoring the aft compartment of the orbiter.

Four compartments on the flight vehicle are monitored for their fraction of hydrogen, helium, nitrogen,

oxygen, and argon. These are the External Tank/Inter-tank area, Payload Bay, Mid-body and Aft

compartment. One sample is drawn from the hydrogen tail service mast (TSM). The presence of anything
but nitrogen indicates main propulsion system, payload, fuel cell, or ground support hardware system leakage

respectively. Launch Commit Criteria (LCC's), are determined prior to tanking, for the amount of each gas

that will be allowed without taking action in some form.

Samples from the various compartments are pulled down dedicated stainless steel lines by small

diaphragm type pumps. A sample switching arrangement, utilizing remotely controlled valves, is used to direct

the sample to the analyzer. In order to reduce the time required for the sample from a particular area to

reach the analyzer, a system of difterential-flow / pressure-reduction stages are used. Disruption of flow in the

sample delivery system can cause the analyzer to report data on a non-representative sample, and thereby give

a distorted picture of the status of the vehicle.

Additional mass spectrometers have been added, as facility hardware, to monitor the 17 inch hydrogen

orbiter/ET disconnect for flight readiness firings, special tanking tests, and launch. Plans are in process to

add mass spectrometer capability to monitor the hydrogen fill and drain lines on the ground side, to more

quickly determine the state of purge before and after fueling operations. A miniature, ruggedized flight
version of the facility mass spectrometers is in the prototype stage at this time, and may some day be fright

hardware. Mass spectrometers have flown in space aboard satellites and planetary probes since the beginning

of the program.

THE NEED FOR ARTIFICIAL INTELLIGENCE (AI)

The use of complex instruments, operated over many shifts, by different people, in a flexible operational
environment, has caused problems in tracking status of GSE and the vehicle. A requirement for overall

system reliability has been a major force in the development of Shuttle GSE, and is the ultimate driver in the

choice to pursue AI techniques for Shuttle and ALS mass spectrometer systems. The need for certainty that

the numbers displayed on the operators' console are truly representative of the variables that are being

measured, is critical.

SHUTTLE APPLICATIONS OF AI

There are five areas that have been identified, where AI techniques, can help solve KSC's problems for

Shuttle. First is the pre-launch system validation. It takes about two weeks to validate HGDS for launch.

This involves a complete check of critical system voltages, gain and offset adjustments in critical stages,
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verificationoftheamountof consumables(calibrationgases),redundantcircuitrychecks(fdamentsin the
ionizer,vacuumgages,etc.),andverificationof normaloperation,bothlocally,andfromtheremotecontrol
stationsin theInningrooms.Manypartsof thisoperationcanbeautomated.UseofanAdvisor here would

be to guide personnel through the instrument checkout procedures.

Second, is the reduction of display complexity, as seen by the operators and users, during operations. This

is a serious problem when more than one mass spectrometer display must be viewed simultaneously. Often

two instruments are used to look at the same sample to verify that the data is consistent. An ideal display
driver would indicate only the gas concentrations on the sample lines and would have the mass spectrometer

function completely transparent to the operator. An Advisor here would provide visibility of background

functions when problems occur, as a console operator aid. Near real time operation here is a firm

requirement. Figure I shows the current display for the HGDS console for Shuttle. Figure 2 shows the actual

variables (function designators) displayed, and where they appear on the screen.

Third, is the requirement to verify that samples from the vehicle are within the allowed limits, LCC'S,

which normally vary, depending on the state of loading. During countdown, console operators are constantly

looking at the data for clues that there might be something wrong with the it. The sample seen by the
analyzer must be representative of the environment around the hardware being evaluated for leaks. There

must be no unknown system hardware failures which might distort the readings seen by the operators. An
Advisor here would comment on the certainty of the data, including cross correlation between other
instruments that might be looking at the same gas stream. Historical data from earlier launches could be

referred to if deemed significant. Near real time performance is required at this phase.

LCC's are sometimes real-time variables, depending on the situation, and must be constantly observed in

this light. LCC's for hydrogen, oxygen, and helium concentration, apply to ground and flight hardware during

cryo loading sequences up to liftoff, or drainback and boiloff, if launch is not possible. The vehicle data is

monitored by many knowledgeable persons at different locations on KSC and at other NASA centers (JSC,

MSFC), and it is important, for this reason, that this data be representative and reliable. System oversight by
knowledgeable instrument operators is necessary because data users will not normally be aware of abnormal
system operation.

The fourth requirement is that real time troubleshooting of one of these systems (not to mention three or

four), is a major undertaking, particularly when being performed simultaneously with launch support. KSC

Design Engineering personnel, in coordination with operations, are developing techniques and special test

sequences that will improve the console operators' ability to perform advanced troubleshooting during

countdown, to verify whether a problem is in the vehicle or the analyzer, and evaluate the impact on the

launch operation. As a side note, the first thing the data users question is not their system, but the integrity

of data that indicates hardware problems. The advisor here would suggest testing routines that could be run
real time while the system is still gathering data in support of the launch countdown.

The fifth and last application of AI is a tool for training new operators and upgrading skills of those

familiar with the instruments. One serious problem with complex hardware is the limited number of people

who understand specific instruments. During high pressure situations, where testing of a vehicle on one pad is

being worked simultaneously with either testing or launching on another, skilled personnel are in short supply.
Often the skills required for launch and testing are different, and less skilled people can be effectively used in

testing situations. Allowing less skilled personnel to operate the system quickly can be a tremendous benefit

to operations, provided everyone knows their limits and responsibilities. Here the advisor would track

progress and advise operators where they need additional training to become proficient.

CONCLUSION

It should be emphasized here that a specific instrument or capability will be installed for Shuttle only

because the launch system cannot reliably function without it. AI would not normally be applied to a hazard

warning system at KSC if it did not offer a significant advantage over manual methods of tracking problems
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and reducing data in real time.

The burden of operating multiple mass spectrometers has increased greatly with each new system
installation. The proper response to the situation is not to bring in more people, as there are only limited

facilities in the firing rooms (console screen space, personnel access, etc.). AI_S GSE will be deployed with

similar motivation.

Shuttle has been used as a testbed for conceptual aspects of mass spectrometer application development
for ALS. One reason that teams at KSC were ready to support special testing, when the latest group of leaks

was discovered on Shuttle, was that personnel were looking at advanced applications of mass spectrometer

systems in preparation for a demonstration of hardware for ALS.

In support of Shuttle and development for ALS GSE, it is important to keep the target in mind when

designing a system of this magnitude. One is constantly being distracted by peripheral operations and special

test support that are going on in parallel with system development. Often, new concepts are identified in
these situations, and it is tempting to try to incorporate everything learned into new GSE.

Real system requirements must be kept isolated and not changed during system development. Experience
with Shuttle has indicated that certain failure modes are more likely to occur than others. Equipment design

must be based on knowledge of the hardware (what it is, how it is used, how it has failed in the past), and

what kinds of surprises were seen when previous systems were installed. The ability to zero in on

requirements, up front, is the key to achieving high and successful launch rates, in present and future systems.
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APPENDIX A: SOFTWARE USED IN SYSTEM DEVELOPMENT

GOLDWORKS: (GOLDHILL COMPUTERS, INC., EXPERT SYSTEM INTEGRATED

DEVELOPMENT ENVIRONMENT.)

LISP DEVELOPMENT ENVIRONMENT FOR GENERAL PROTOTYPING AND
PRELIMINARY MODELING

CXPERT: SOFI_ARE PLUS, LTD, CROFTON, MD.

EXPERT SYSTEM DEVELOPMENT ENVIRONMENT COMPATIBLE WITH THE GOAL OF

ROMMING THE EXPERT SYSTEM VIA DOS OR UNIX. RULES, DATA BASE, INFERENCE
ENGINE.

OS-9: MICROWARE CORP., DES MOINE_, IOWA

ROMMABLE OPERATING SYSTEM AND DEVELOPMENT ENVIRONMENT

ZORTECH C + +: ZORTECH CORP., WOBURN, MASS

AUXILIARY DEVELOPMENT, COMMUNICATION AND GRAPHICS INTERFACE, CXPERT
SUPPORT, ETC.

SALIENT HARDWARE FEATURES

ROMMED OPERATING SYSTEM AND APPLICATIONS FOR OPERATION IN A HIGH
SHOCK AND VIBRATION ENVIRONMENT.
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APPENDIX B: HARDWARE USED

COMPAQ 386/LISP AND GRAPHICS TERMINAL

68030/TARGET EMBEDDED PROCESSOR TO BE USED IN THE LAUNCH ENVIRONMENT

(FORCE/VME, GESPAC)

GMX / 68020 GMX CORP., CHICAGO, IL

MGA-1200 MASS SPECTROMETER, PERKIN ELMER CORPORATION
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18"79186

1879187

APPENDIX C:

FIRST EVIDENCE OF RUSSIAN INTEREST IN ROCKETRY 1881

TSIOLKOVSKY, INVESTIGATION OF SPACE BY MEANS OF ROCKETS

02653 MULTI STAGE ROCKET 07/07/1914

03503

GODDARD'S PATENTS RELATIVE TO ROCKET PROPULSION DEVELOPMENT

1903

BREECH BLOCK TO INJECT SUCCESSIVE CHARGES, COMBUSTION CHAMBER,

NITROUS OXIDE, ETC 07/14/1914

GODDARD, A METHOD OF REACHING EXTREME ALTITUDES 1919

GODDARD AWARE THAT GERMANY WAS INTERESTED IN ROCKETRY

ALSO 1923

OBERTH FIRST PUBLISHED 1924

IGNITION OF LIQUID FUEL, CURTAIN COOLING 09/27/1934

GYROSCOPIC STEERING 09/27/1934
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APPENDIX k SO=IWARE USED IN SYSTEM DEVELOPMENT

GOLDWOR_ (GOLDHI.L COMPUTERS, I_C., EXPERT SYSTEM
INTEGRATED DEVELOPMENT ENVI_ENT.)

LISP DEVELOPMENT ENVIRONMENT FOR GENERAL PROTOTYPING

AND PRELIMINARY MODELING

CXPERT: SOFTWARE PI.US0 LTD, CROFTON, MD.

EXPERT SYSTEM DEVELOPMENT ENVIRONMENT COMPATIBLE WITH

THE GOAL OF ROMMING THE EXPERT SYSTEM VIA DOS OR UNIX.
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ABSTRACT

Instruments used in ocean color remote sensing algorithm development, validation, and data

acquisition with potential for further commercial development and marketing will be
discussed.

The Ocean Data Acquisition System (ODAS) is an aircraft-borne radiometer system, suitable

for light aircraft, has applications for rapid measurement of chlorophyll pigment
concentrations along the flight line. The instrument package includes a three channel

radiometer system for upwelled radiance, an infrared temperature sensor, a three channel

downwelling irradiance sensor, and Loran-C navigation. Data are stored on a PC aboard and

processed to transects or interpolated "images" on the ground. The instrument has been in

operational use for two and a half years, most extensively (over 35 missions) with the NOAA
Chesapeake Bay Program, but also in NASA missions in the North Atlantic, Iceland, and off

Brazil. The accuracy of pigment concentrations from the instrument is quite good even in
complex Chesapeake Bay waters.

To help meet the requirement for validation of future satellite missions, a prototype air-

deployable drifting buoy for measurement of near-surface upwelled radiance in multiple

channels is currently undergoing test deployment. The optical drifter burst samples radiance,

stores and processes the data, and uses the Argos system as a data link. Studies are underway to

explore the limits to useful lifetime with respect to power and fouling. There is also high
potential for development of simple, highly reliable sensors for optical radiance measurements
from underway vessels.

INTRODUCTION

The marine phytoplankton play an important role in the Earth's carbon cycle, and recent

technology has provided the means to observe the marine biosphere in surface layers at global

and monthly periods. Absorbance of light by chlorophyll pigments involved in photosynthesis
causes a shift in peak reflectance from blue to green as the amount of phytoplankton increase

which is readily detected by satellite ocean color sensors. Application of satellite visible

remote sensing is essential to understand the spatial and temporal distributions of the marine

biosphere, but is only one part of a complete observing system. Measurements from aircraft,

ships, and in-situ observations are also crucial to understand the cycles of marine

phytoplankton, the marine food web, and the role of the marine biosphere in global carbon and
climate cycles. Development of supporting technology within the commercial sector is crucial

to overcome the tremendous sampling challenge presented by the oceans. This paper describes

two systems under development at Goddard which fill critical sampling needs for quantifying

the satellite observations and which are felt to have significant commercial potential.
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THE OCEAN DATA ACQUISITION SYSTEM (ODAS): APPLICATION TO CHESAPEAKE
BAY

NASA research has shown the utility of remotely sensed radiance for measuring chlorophyll

plant pigment concentration for oceanic research programs. Between the demise of the Coastal
Zone Color Scanner in June, 1986, and the flight of a follow-on sensor in the early 1990's,

scientists are dependent upon aircraft sensors for contemporary data. Aircraft sensors also
typically provide higher spatial and temporal coverage than satellite sensors, and so will
always be an important complement to ship, buoy, and satellite observation systems. While
several research ocean color instruments are available within federal laboratories, there is

currently no simple, commercially-available instrumentation available for routine scientific
use. This section describes the development and application of a nadir viewing radiometer

system developed for monitoring chlorophyll pigments.

One approach to measuring phytoplankton biomass on the time and space scales of importance
is remote sensing from aircraft and satellite to determine spectral properties that are

responsive to pigment concentrations (Esaias, 1980). Remote sensing of chlorophyll pigment
concentrations using satellite and aircraft sensors has matured during the last decade, but this
technology has principally been applied to the open ocean where phytoplankton dominate the
optical signal. Less work has been done in optically more complex waters typical of estuaries,
principally because algorithms for deriving pigment concentrations there are very dependent
upon other water optical properties. Since the relative optical characteristics vary greatly
from one.estuary to another, and with time, local algorithms must be developed and validated

for optimal results.

Extensive use of aircraft ocean color instruments has been made by NASA and NOAA scientists

(Campbell & Thomas 1981; Hoge & Swift 1981; Campbell & Esaias 1983, 1985; Campbell et al.
1986; Hoge et al. 1986, 1987). These studies encompass a variety of water types, including some
Case 2 waters (coastal, estuarine) and both "active" and "passive" systems. Active systems
measure laser-induced fluorescence of chlorophyll; passive systems measure upwelled radiance.

Many of the existing systems, especially active systems, are quite large and/or have
requirements necessitating the use of a large aircraft. Costs are prohibitive for programs such
as Biomonitoring that require frequent and regular sampling.

System Description

The Ocean Data Acquisition System is a low-cost instrument with potential commercial

application. It is easily installed in small aircraft and flown over the costal zone ocean to
remotely measure sea surface temperature and three channels of ocean color information. From
this data, chlorophyll levels can be derived for use by ocean scientists, fisheries, and
environmental management. Data can be transmitted to ships for real-time use with other
measurement and sampling objectives.

The optical portion of the system has three primary instruments: an IR radiometer to measure
surface temperature, a three-channel visible spectro-radiometer viewing the water, and a
three channel sky sensor mounted on top of the aircraft to monitor incident irradiance. The
down looking radiometer channels have a field of view of 2 degrees, and measure upwelled
radiance at 460, 490, and 520 nanometers (blue, blue-green, and greenish blue) in 15 nm bands.

The outputs are fed into a PC based data system where they are digitized to 12-bit resolution,
formatted, and recorded on a hard disk. All parameters, including spectral curvature used for

chlorophyll calculation, are displayed on the monitor. The operator controls the external
shutters, gain, and starts and stops data recording from the keyboard. Radiometric data are
sampled every 0.1 sec, which at typical flight speeds, corresponds to sampling distances of from
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5-10 meters. The aircraft package contains a LORAN-C unit for aircraft location information

(updated every 8 seconds), on-board data processor and formatter, digital cassette tape

recorder,. The initial storage of data is as binary files uniquely designated by the time of their
creation. A typical file from the applications discussed includes a record of 2 to 15 minutes

duration corresponding to an individual flight line, with smaller files being produced in cross-
estuary tracks and larger files in along-axis tracks.

The data telemetry system is based on a packet radio terminal controller, and radio transceiver

for data transmission to a ship. From the measurement flight altitude of 500 ft., the line of

sight transmitter range to a ship is about 30 miles. The VHF transceiver can also be used for

voice communication and coordination between aircraft and ship. Digital data rates are about
1200 baud.

The shipboard package contains a transceiver packet terminal controller, data processing

capability, cassette tape recorder, and printer. Both raw data and chlorophyll concentrations

are available for real-time analysis, and these data can be shown in latitude and longitude

coordinates on a screen map. The shipboard package has not been used as much as initially
planned, since the emphasis to date has been on monitoring rather than support of real-time
experiments.

To keep down the cost of reproducing the instrument system, commercially available subsystem
components are principally used. Standard camera lenses for the optical systems, amateur

radio packet controllers, and modified amateur transceivers (modified to FCC assigned ODAS

frequencies) for the data transmission systems, and rack mountable personal computers for the
data systems are examples. The detector assembly was designed at GSFC. The detectors,

filters, and preamplifiers are in a temperature-controlled housing to maintain radiometric

stability. The sky sensors are modified from commercially available cosine collectors. A

thermistor is use to monitor the sky sensors to correct for their temperature response.

Data processing on the ground has been performed on PC's, Macintosh, and Sun computers. The
principle functions are 1) calculation of navigation coordinates from the 8 second Loran data to

match the more frequent radiometric data, 2) eliminating individual points contaminated by
sun glitter through screening based on sample variance, 3) application of calibration and

pigment algorithms, 4) merging the navigation with averaged, glint free data, 5) contouring
and displaying the data using various packaged programs.

Two algorithms have been used to process the radiance data from ODAS. The system was

designed to exploit the "curvature" algorithm discovered by Grew (1981) at NASA's Langley
Research Center. The curvature algorithm:

log (Chl) = a - b log [(L2)2/(Ll*L3)]

where Ln represents the radiance detected in channel n, and a and b are system coefficients, is

very amenable to the ODAS objectives, since it minimizes the need for atmospheric correction

and is less sensitive to variations in other water constituents than other approaches (Campbell

and Esaias, 1983). The coefficients a and b are initially derived from comparisons with in-situ
data, but thereafter ODAS does not depend upon the availability of sea-truth. Since the

conversion of digital counts to radiance is a linear function, the algorithm can be applied to raw
data (using slightly different coefficients).
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Secondly, algorithms using ratios of channels can also be used provided attention is paid to the

variations in optical properties other than in-water pigment concentration. Development of

band-ratio algorithms for estuarine systems would be greatly enhanced by the addition of

spectral bands corresponding to those planned for future ocean color satellites.

Ocean color algorithms, and curvature algorithms in particular, require high precision

radiometry, and can tolerate very little drift between channels as a function of time. Repeated

calibration using the GSFC hemisphere radiance source has shown precision at the 0.2% level
between missions and channels. Absolute radiometric accuracy of the system is estimated at 7%,

primarily a function of the accuracy of the hemisphere source. The signal to noise ratio is

greater 2400:1.

System Test and Evaluation

The ODAS system was tested on the Wallops P3-A Orion during development on a series of 4

missions including the Arctic Ocean Expedition in May 1987. An example of comparisons of
ODAS observations with simultaneous NASA WFF Airborne Oceanographic Lidar values are

given as Fig. 1. The correlation coefficient (r) for the chlorophyll signals in this example was
0.97. These data were obtained between the Gulf Stream and the coast off Wallops Island, Va.

in March 1988. This high degree of correlation is typical for the performance of curvature

algorithms in ocean waters, however further testing was required to determine how well the
ODAS and curvature algorithms performed in more turbid estuarine waters.

In July and September, 1988, the ODAS was used by a group of investigators from the Virginia
Institute of Marine Sciences, The Chesapeake Bay Institute, University of Delaware, and

NOAA to overfly portions of the Chesapeake and Delaware Bays (Harding, 1988). The

objective of these flights were to test ODAS performance in the more turbid estuarine waters, to
demonstrate ODAS utility as an operational sensor in the Chesapeake Bay monitoring program,
and to demonstrate a transfer of technical capability from NASA to academic investigators.
The ODAS was flown on the VIMS aircraft, a DeHaviland Beaver, and was operated by the

investigators. About 25 megabytes of data from the flights were analyzed by scientists from the
three institutions.

Based upon the success demonstrated in the initial program, Drs. L. W. Harding and E. C.
Istsweire of The Johns Hopkins Chesapeake Bay Institute, with funding from the NOAA

Coastwatch Program, led a team of investigators in conducting a more ambitious series of flights
in 1989 and 1990 (Harding and Istweire, 1990). The purpose of these flights was to monitor

phytoplankton dynamics in the central and lower Bays during the spring and summer, and

observe the response of the Bay's phytoplankton to river runoff, as well as provide a more

thorough assessment of ODAS and a single set of algorithm coefficients.

One clearly identified problem in the Chesapeake Bay, similar to other impacted estuaries, is

an elevated input of dissolved inorganic nutrients and a concomitant increase in the biomass of

microscopic algae (Boynton et al. 1982; D'Elia et al. 1986; Harding et al. 1986; Correll 1987;

Fisher et al. 1988). The phytoplanktonic algae accumulate to very high concentrations in

spring as they use nutrients and light for to produce more algal biomass through

photosynthesis. Part of the highly publicized cleanup effort in the Bay involves reduction of
nitrogen and phosphorus inputs with the goal of reducing algal biomass by the turn of the

century. The detection of responses of phytoplankton biomass densities to this effort is,

therefore, an important element of the attempt to improve water quality and reclaim lost

productivity.
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Bay-wide Biomonitoring Programs have been developed by the states of Maryland and Virginia
to track changes in physical, chemical and biological characteristics of the estuary that are
expected to occur as results of the cleanup effort. Among the parameters that are monitored are

chlorophyll a as a measure of algal biomass, and water transparency to determine the depth of
the photic layer, the part of the water column in which active photosynthesis occurs. While
these surveys generate data to provide twice monthly snapshots of conditions in the

Chesapeake as a whole, they are restricted in time and space by expense and logistics. It is
likely that ephemeral or localized events, such as algal blooms that may persist for only days
to weeks, are missed or undersampled because of the Bay's size and complexity. To date, no
affordable alternative to shipboard monitoring has been used to assess the size and longevity of
these event-scale phenomena. The importance of phytoplankton blooms lies in the tremendous

amount of organic carbon associated with them and in the link of this primary production to
other processes, among them nutrient utilization, fisheries productivity, and the seasonal
development of anoxic conditions.

A total of 16 flights covering the Bay were conducted between mid March and mid July 1989.
Improved data processing procedures were developed using an image workstation. ODAS

observations were compared with the extensive in-situ Bay monitoring data when they were
coincident within two days and 0.01 degrees latitude and 0.005 degrees longitude (about 5 km by
7km). These wide limits were chosen to maximize the number of comparison points, and are
much larger than ideal sea-truth comparison criteria. The results of the comparison are shown
in Figure 2. The RMS deviation was found to be 0.243 log pigment concentration, or a factor of 1.7.
Considering the broad limits place on temporal and spatial coincidence, widely diverse

atmospheric and water optical conditions during the measurement period, this fit to a single set
of algorithm coefficients is very pleasing. When sufficient contemporaneous aircraft and ship
data permit the derivation of time and region specific coeficients, the fit is of course much
tighter, as evidenced by figure 1.

Figure 3 is an example of pigment concentration patterns observed with the ODAS sensor

produced using an objective interpolation between ODAS flight lines. The distributions clearly
indicate higher spatial variability than could be sampled using only in-situ stations. The
overall patterns of pigment distribution in 1989 were substantially different from recent annual
patterns, a result of anomalous phasing of peak river flow bringing freshwater, nutrients, and

sediment into the Bay. Also, a very tight relationship between surface chlorophyll
concentrations and integrated chlorophyll content of the total water column, using digital
bathymetry for the Bay, was another key finding of the demonstration. This relationship can
be used to calculate the total phytoplankton biomass in the Bay, of direct importance to anoxia
studies, using only remotely sensed surface concentrations.

An even larger number of monitoring flights (22) were conducted in 1990 jointly with VIMS
personnel. Analysis and comparison of those data with in-situ Biomonitoring data still
underway due to the longer time to reduce the in-situ data sets.

Operation of the sensor in a vigorous program such as the Chesapeake Bay Coastwatch

Program revealed the need for several improvements which have been implemented in the
data logging system, including faster updating of Loran data. The Beaver aircraft, very cost
effective and capable of slow cruising speeds, proved to be an adequate platform. However, its
single engine makes it a bit unsuitable for coastal ocean flights. Additionally, since the ODAS

was mounted on the centerline within the fuselage, some difficulties were experienced with
stray oil droplet deposit on the radiometer windows. Although no pronounced effect on
radiometric data quality was apparent, it was virtually eliminated by raising the mounts so
that the sensor was further away from the airstream.
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Comparisons of surface temperature with the infrared radiometer indicate an accuracy of from
0.5 to 1.0 degree, which is consistent with errors in making such measurements due to variations

in haze and humidity, and in comparing bulk water temperatures with skin brightness

temperatures.

The NASA GSFC role in these and future uses of the ODAS is primarily one of assuring

instrument capability and calibration, and consultation on data analysis. Investigators provide

funding, a suitable aircraft, arrange for installation, mission logistics, and data analysis. The
demand for cost effective ocean color sensors with modest computing requirements for data

reduction is growing. The ODAS system was used to collect ocean color data during the CITE-3
missions off the East Coast of the US and Northeast South America. The data, collected from

the NASA Electra, is being used to provide a measure of ocean biogenic trace gas sources for the

atmospheric chemistry program. Data are being analyzed by Dr. P. Matrai at University of

Miami. During summer of 1991, ODAS will be used in an introductory marine remote sensing

course for undergraduates sponsored by the University of Maryland Sea Grant Office, in

conjunction with the Bay Monitoring Program. Additionally, GSFC PI's plan to use the ODAS
on occasion for their own ocean color research programs.

EXPENDABLE OPTICAL DRIFFING BUOY FOR SATELLITE OCEAN COLOR SENSOR

VALIDATION

The objective of this GSFC Director's Discretionary Fund project is to develop and test a low-

cost optical drifter for validation of satellite ocean color observations from the planned Sea-
WiFS and EOS missions, and to evaluate its reliability and the methodology for using such

observations in sensor validation. Calibration and knowledge of temporal change of satellite

visible radiometers to the accuracy and precision demanded for colorimetry of the ocean exceeds

proven capability of pre-launch and on-board techniques. While absolute calibrations are
improving, "vicarious" calibration procedures which include atmospheric correction algorithms

and ocean bio-optical observations will remain essential. To be most useful for monitoring

satellite sensor performance, these observations should be available from a global array
within a short time period. There is no optical measurement data base for use with ocean color

radiometry comparable to the international SST network. We hope that this DDF activity

will help define required system design and performance characteristics, and elicit private
sector interest in development of commercial units for the research application use.

Our approach is to build a prototype unit and test this in a tethered mode this winter, followed

by deployment of up to four units in drift mode later this year. Designs have been developed
which will return observations made at <30 min intervals during the day via the ARGOS

system. The observations include a) incident surface irradiance (Eo+) over 400 - 700 nm; b)

upwelled radiance (Lu lm) at 460, 490, and 520 nm; and c) sea surface or buoy temperature. Only

three channels were selected for the prototype because a small three channel radiometer was

available from previous programs, and to live within transmission bandwidth constraints.

Increasing the number of spectral channels to 6 or 8 is recommended for future units. The choice
of the wavelengths for the bands is based on the ODAS and curvature algorithm experience;

future systems should better match the spectral bands planned for future ocean color satellites.

Based on relationships of spectral radiance and spectral attenuation, Lu lm,_. can be

propagated to the surface to compute spectral reflectance (R_ to estimate pigment
concentration) and water-leaving radiance (Lw,k, for comparison with satellite or aircraft

data). The stated objective in satellite sensor programs is to derive Lw,_ to within +5%

precision.
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The drifter prototype package is about 1.2 m long by 15 cm diameter, and is comparable with
air-deployment. Life expectancy is 4-6 months. Creative sampling, data processing and
compression, and transmitter control are used to maximize information return. The prototype
unit is currently undergoing full end to end test of the optics, data processing, and data
transmission systems on the roof at GSFC.

The area of greatest risk scientifically is lack of knowledge of calibration and precision of the
radiometer due to biofouling of the submerged optical windows. Organic tin compounds have
been used to coat windows on optical moorings successfully, and test windows and prototype
drifter housing with biofoulant coated windows are undergoing further testing by the Navy's
David Taylor Research Center in Annapolis and San Diego. Growth must also be prevented
everywhere to prevent changes in buoyancy.

Interrogating store and forward satellite data collection systems, planned by several groups, for
testing in the next few years would be a very attractive alternate to ARGOS for future versions.

Higher data volumes, reduced power consumption, and precise simultaneity with satellite
overpasses are expected benefits.
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FigureOptions

Figure 1. Comparison of chlorophyll pigment signals from ODAS and the Airborne
Oceanographic Lidar (AOL) off Wallops Island, VA. Chlorophyll pigment concentrations
were estimated to range from 0.1 to 5 rag/cubic meter.

Figure 2. Linear regression of log surface pigment concentration collected by the
Biomonitoring Program in 1989 on ODAS -log G. From Harding and Itsweire, 1990.

Figure 3. Interpolated map of surface chlorophyll concentration from ODAS track data.
Dark areas were not sampled. The aircraft was excluded from the Patuxent Naval Air Station
restriction zone in the central _peake on this date. From Harding and Itsweire, 1990.
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Figure 1. Comparison of chlorophyll pigment signals from ODAS and the Airborne

Oceanographic Lidar (AOL) off Wallops Island, VA. Chlorophyll pigment concentrations were
estimated to range from 0.1 to 5 mg/cubic meter.
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Figure 3. Interpolated map of surface chlorophyll concentration from ODAS
track data. Dark areas were not sampled. The aircraft was excluded from the

Patuxent Naval Air Station restriction zone in the central Chesapeake on this
date. From Harding and Itsweire, 1990.
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MONITORING AND CONTROL OF ATMOSPHERE IN A CLOSED ENVIRONMENT

By R. Humphries and J. Perry

NASA, George C. Marshall Space Flight Center

Thermal and Life Support Division

INTRODUCTION

NASA is developing a manned orbiting space station for flight by the 21st century. Currently, the

Space Station Freedom (S.S. Freedom), as it has been named, will be manned by an eight-person crew. An

Earth-like atmosphere will be provided in 11 pressurized modules where the crew will live and work. The
Environmental Control and Life Support System (ECLSS) is being developed to provide these surroundings

artificially. The ECLSS is subdivided into six major subsystem groups to accomplish this task. These

subsystem groups are composed of temperature and humidity control (THC), atmosphere control and supply

(ACS, atmosphere revitalization (AR), water recovery and management (WRM), waste management (WM),
and fire detection and suppression (FDS). As a whole, these subsystems supply, revitalize, condition, and

monitor the respirable atmosphere; supply, recover, and condition water for hygiene and potable use; and

collect, process, and store human waste for return to Earth.

Techniques have been adopted for some of these functions which are similar to those used in

ground-based or earlier manned spacecraft applications. And, for the remainder, it has become necessary to

develop new techniques. Those applications requiting new technologies for atmosphere monitoring and
control in a closed environment will be discussed and their principal function onboard S.S. Freedom will be

described.

SYSTEM OVERVIEW

The closed environment inherent to spacecraft is conducive to contaminant buildup, especially over

the long periods of time the S.S.Freedom is designed to be operational (-30years). In such an
environment, care must be taken to define all contaminant sources and sinks in detail. These sources range

from human to equipment inputs. As part of the S.S. Freedom ECLSS activities, each of these sources is

being characterized and analyzed in great depth via testing and analysis.

In striving to meet these challenges, the common denominators of all space system engineers are to

minimize weight, power, and volume - three of the most valuable commodities of a spacecraft. Also, of great

importance for S.S. Freedom are high reliability, minimization and ease of maintenance, and a low resupply

penalty. With these in mind, designers are optimizing the S.S. Freedom ECLSS.

Undoubtedly, the greatest challenge the S.S. Freedom ECLSS designer faces is that of loop closure.

For the first time in the history of the United States manned space flight program, both oxygen-and

water-loop closure is planned. Oxygen-loop closure will be discussed because it is pertinent to the topic of

air purity. Also, of special interest are atmospheric contaminant control and monitoring because of the new
technologies nece.ssary to efficiently accomplish these functions onboard S.S. Freedom. Although not

addressed, other technologies are being developed which support these specific ECLSS fimctions. Examples
of these other functions are electromechanical devices for new motor-driven valves with integral control

devices, smart sensors, new 120-Vdc conversion devices, and others.

OXYGENLOOPCLOSURE

To minimize re.supply demands, recycling is extremely important. Consequently, a string of

equipment which can convert carbon dioxide to oxygen has been developed. Evolution of these technologies

began in the 1960'sand encompassed a number of different techniques. Competitive development of a
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number of techniques, as shown in table 1, was funded until recently and brought the techniques to a
predevelopment maturity for comparative testing. This equipment includes carbon dioxide removal and
concentration, carbon dioxide reduction, and oxygen generation.

Low concentration carbon dioxide is extracted form the cabin air and concentrated by the removal

subassembly and sent to a carbon dioxide reduction device. In this device, the carbon dioxide is catalytically
reacted with hydrogen at high temperature, producing water vapor and a waste product. Water is condensed

and ultimately fed in the form of hygiene water to a unit which decomposed it into its elemental parts of

oxygen and hydrogen by an electrolytic process. The hydrogen is fed to the carbon dioxide reduction process

for reaction with the carbon dioxide while the oxygen is returned to the cabin, thus closing the oxygen loop.
Nitrogen purge streams for the carbon dioxide reduction and oxygen generation subassemblies are fed

directly to the trace contaminant control subassembly for processing any residual hydrogen during startup
and shutdown of these processes.

The water produced by the carbon dioxide reduction subassembly produces potable water for crew

consumption, this water eventually is introduced into the air where it is removed as humidity condensate and

reclaimed for crew consumption or into the waste management system. The water from the urine introduced

into the waste system is reclaimed and processed for crew use during showering, hand washing, and other

personal hygiene activities. Also, this water is used as a process feed stream to the oxygen generation
subassembly, thus achieving loop closure.

As a consequence of analytical studies combined with evaluation of comparative test results, baseline

subassembly selections have recently been made. As indicated in table 1, the preferred approaches are four

bed molecular sieve (4BMS) for carbon dioxide removal, the Sabatier reactor (Sa-CRS) for carbon dioxide

reduction, and the static feed potassium hydroxide (KOH) electrolyzer (SFWES) for oxygen generation.

Carbon Dioxide Removal

The 4BMS, shown schematically in figure 1, uses a zeolite material (Linde 5A) which has been

further modified by the supplier to produce a material which is extremely efficient in absorbing carbon

dioxide. Unfortunately, this material also has a high affinity for water vapor. Conseqmmtly, the int]tumt
moist air must be dried. This is accomplished by using a two-media desiccant bed. This bed is made of

silica gel and a second zeolite material (Linde 13X) with a high water removal efficiency. The influent air,

carbon dioxide, and water vapor mixture is first passed through the desiccant bed where the dew point is
reduced to a range of -300 F to -900 F. The carbon dioxide is then absorbed in the second 5A zeolite bed

until the sorbent material becomes saturated. The carbon dioxide molecular sieve material is then desorbed

by a combination pressure and temperature swing process which requires first evacuating the bed, then
heating it to 4000 F. The desorbed carbon dioxide is then purged from the bed in a concentrated form. The

initial air passing through the bed after desorption is muted back through the desiccant bed to drive the

absorbed moisture out of the desiccant bed and back into the cabin. During the desorption period of these

two beds, the remaining beds are absorbing so that a continuous carbon dioxide removal capability exists at
all times utilizing this four-bed concept.

Carbon Dioxide Reduction

Reduction of the carbon dioxide to water is achieved by a 950 °F Sabatier reactor process shown

schematically by figure 2. The chemical reaction which takes place in this reactor is the following:

CO 2 + 4I-I2 -> 2H20 + CH 4

In this process, concentrated carbon dioxide at greater than 97-percent purity is fed into the reactor with

hydrogen produced by the oxygen generator. A packed bed reactor containing a ruthenium on alumina

catalyst provides the appropriate conditions for the process to proceed. This reaction forms water vapor and
methane stoichiometrically. However, since the reaction is not I00 percent efficient, not all the carbon
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dioxideis reacted and it exits with the water vapor and methane. A condenser at the reactor outlet

condenses the water vapor to the fiquid phase and it is pumped away to the potable water subsystem to be

processed for crew consumption.

O_gen Generation

A KOH electrolyte-type generator shown schematically in figure 3 is used to separate water into

hydrogen and oxygen. Electricity fed into the unit causes the electrolytic process to occur. At the same
time, water enters a static water compartment where it evaporates through a Gortex membrane into the

hydrogen cavity of the electrolysis cells. The chemical definition of how the water is separated into its

elements by this process is the following:

Cathode: 2e + 2H,O --, H2+ 2OH-

Anode: 2OH- --, H,O + _/202 + 2e-

Overall: H_,O --_ H2 + V202 + 2e-

By this process, gaseous hydrogen and oxygen is formed in respective compartments of the multicell unit. It
is forced out of the unit by the pressure buildup caused by continuing reaction. The hydrogen produced

from this process is fed to the Sa-CRS and the oxygen is supplied to the cabin for crew respiration.

ATMOSPHERIC CONTAMINATION

Inherently, spacecraft must have dosed environments. Since gas lost overboard must be produced at

an expense of power, weight, and volume for dosed loop processing equipment or through costly resupply

from the ground, a tight environment is a must to reduce the loss and thus reduce resupply and resource

requirements to make up for these losses. As a consequence, all contaminants evolved onboard a spacecraft
from crew metabolism, material offgassing, and everyday housekeeping and work activities may build up over

time. this buildup must be controlled and monitored to assure that the crew health is not compromised

during their exposure to this environment of 180 days or more. This and a combination of other factors
make contamination control and monitoring onboard S.S. Freedom a necessity. Of special concern is the

large range of payloads and experiments planned over the S.S. Freedom life. This gives rise to the potential

for a large variety of potential types as well as quantities of contaminants. Previous manned space flights by
the United States have all been of short enough duration and/or in a large enough volume (i.e., Skylab) that

metabolic methane buildup was of no concern. Complicating this for the S.S. Freedom is the fact that the

new closed loop equipment generates contaminants such as hydrogen, methane, and carbon monoxide

internally. All of which, if they leak, are not well removed by previously flown activated charcoal trace
contaminant control media. As a consequence, for the first time a high temperature catalytic oxidation

reactor or catalytic converter is being developed for the S.S. Freedom to be used in combination with

activated carbon adsorption.

The need to monitor unexpected contaminants, long-term buildup of known contaminants, and

contamination leakage gives rise to the need for an onboard real-time trace contaminant monitor. The need

to monitor multiple atmospheric constituents points toward the desire to fly both a major constituent

analyzer as well as a separate carbon monoxide monitor. The concern with long-term buildup of airborne
particulates, where a clean room environment of less than or equal to 100,000 particles/ft 3 for particles

between 0.5 and 100 I_m is desired in the station atmosphere, while hazardous aerosols may be generated by

potential payloads such as gallium arsenide (GaAs) and mercury cadmium telluride (HgCdTe) crystal growth

experiments, has stimulated both particulate and aerosol monitoring requirements on S.S. Freedom.
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Airborne Trace Contaminant Control

The trace contaminant control subassembly (TCCS) combines activated carbon adsorption with high
temperature catalytic oxidation to achieve the most efficient long-duration airborne contamination control.

This subassembly is shown schematically in f_,ure 4. An activated charcoal impregnated with phosphoric acid
is used to remove ammonia and high molar volume organic contaminants. Other contaminants which are
not easily removed by the charcoal are removed in a 6000 F to 7000 F catalytic reactor. This reactor removes
primarily methane, hydrogen, and low molar volume compounds while converting carbon monoxide to carbon
dioxide. The reactor utilizes a palladium on alumina catalyst in a packed bed to achieve its function.

Methane oxidation efficiencies as high as 95 percent per pass have been experienced using predevelopment
and prototype testing. The reactor effluent is scrubbed by a lithium hydroxide (LiOH) packed bed to
remove any acidic reaction products from the air stream before it is exhausted to the spacecraft cabin.

Atmospheric Composition M0nitorino

Atmospheric composition is monitored for trace contaminants, major consitutents, carbon monoxide,
and particulates on a continuous basis at multiple locations in the S.S. Freedom. Four separate instruments
provide these functions since it is difficult for any one instrument to monitor the entire spacecraft
atmospheric composition. Table 2 summarizes the S.S. Freedom atmospheric monitoring capabilities. Each
instrument is described briefly.

Trace Contaminant Monitor

The trace contaminant monitor (TCM) instrument utilizes a gas chromatography/mass spectrometry
principle to analyze both species and quality for mass to charge (m/e) ratio of 24 to 250. The TCM gas
chromatograph uses two stages of sample preconcentration to detect low contaminant concentrations. The

analysis is conducted in a cyclic, three-stage process. The sample is concentrated on a large sorbent trap and
then further concentrated on a smaller sorbent trap. A small carrier volume is then used to transfer the

sample to the carbonous fused silica gas chromatographic columns and then to a scanning double focusing
magnetic sector mass spectrometer which scans a mass range from m/e 24 to 250. The unit is capable of
detecting at a resolution of 50 percent of the spacecraft maximum allowable concentration (SMAC) for each
species monitored. Approximately 200 compounds are monitored through use of a software mass spectra fit
library search. Any compounds which are not contained in the library are labeled as stranger compounds
and may be analyzed offline if desired. The typical cycle time for this unit is 1 hour, and its software allows
direct automated outputs of speciation and quantity. The samples are drawn through long, thin tubing from
several locations within the S.S. Freedom cabin for analysis.

Maior Constituent Analyzer

The major constituent analyzer (MCA) is a mass spectrometer which utilizes a single focusing
magnetic sector with a Faraday cup detector. It has a capability of monitoring in the mass to charge range
of 1 to 48. this unit specifically focuses on oxygen, nitrogen, carbon dioxide, methane, hydrogen, and water
vapor. The instrument's response time is less than 100 milliseconds (ms) for all gases except water which
has a response time of 500 to 800 ms. Vacmma is maintained to the instrument by an ion pump which
operates by surface absorption and chemical reaction of gases with the active metals of titanium and
tantalum. It has a sampling rate of one sample per minute and draws samples from lines similar to those of
the TCM.

Carbon Monoxide Monitor

The carbon monoxide analyzer (COA) is a nondispersive infrared instrument using a dual isotope
fluorescence technique. This instrument is used since carbon monoxide is not easily detected with mass

spectrometry because it has approximately the same molecular weight as nitrogen. An air sample is
introduced into the COA similarly to the TCM and MCA. In the instrument, an infrared source excites a
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fluorescent cell which in turn produces radiation in the range for the most abundant isotope of carbon

monoxide (carbon-12). The radiation passes through a chopper fdter which contains the abundant and rare
isotopes of carbon monoxide (carbon-12 and carbon-13) which results in the sample gas being exposed to
alternating bursts of radiation which is absorbed by either the carbon-12 isotope or the carbon-13 isotope.
Since carbon-13 is not very abundant, the radiation associated with it is not absorbed significantly by the

sample and is used as a reference. The transmission and adsorption of the fluorescent radiation associated
with the two isotopes is detected by a thermoelectrically cooled lead selenide (PbSe) detector. Since the
degree of absorption is proportional to the carbon monoxide partial pressure, the detector signal is compared
to calibration data to determine the partial pressure.

Particulate Counter Monitor

The particle counter monitor (PCM) is a compact commercial model based on light scattering. This
device uses an A1GaAs laser diode to produce a light beam at a 780-rim (nanometer) wavelength which is

scattered by particles in the air sample and detected by a photodetector. The light beam passes through
several lenses and an aperture to produce a thin plane in the particle sensing zone. A light trap captures the
main light beam after it passes the instrument's sensing zone. As each particle passes through the sensing
zone and scatters light, the photodetector converts the scattered light energy to electrical pulses which have
an amplitude corresponding to the particle size. The air is sampled through a dedicated line to continuously

measure the total particle constituency from 0.5 to 100/an.
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Table1. 02 closurecompetitivetechniques

• CO 2 Removal

• CO 2 Reduction

• 0 2 Generation

* Baselined for SSF

• 4 Bed Molecular Sieve*
• Solid Amine Water Desorbed (SAWD)
• Electrochemical Depolarized Cell (EDO)

• Sabatier/Advanced Carbon Reactor
• Bosch Carbon Reactor
• Sabatier*

• Static Feed Water Electrolysis Subsystem (SFWES)*
• Anode Feed Solid Polymer Electrolyzer (AFSPE)

Table 2. Atmospheric composition monitor (ACM) functional summary.

SUBASSEMBLY INSTRUMENT SPECIES MONITORED

Major Constituent Analyzer (MCA)

Trace Contaminant Monitor (TCM)

Carbon Monoxide Analyzer (COA)

Particle Counter Monitor (PCM)

MS

GC/MS

NDIR

Ught Scattering :

N 2, O 2, H20, H 2, CH 2, CO 2

trace oontaminants

CO

particulates

RANGE/ SAMPLE SAMPLE

ACCURACY LOCATIONS INTERVAL

+5% of range

0-50% of SMAC

±1% of range

0.5-100pro

6

6

6

1

1 mirVline

30 rain/line

1 min/line

continuous
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Figure 1. S.S. Freedom 4BMS CO 2 removal subassembly schematic.
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